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Abstract—We consider a distributed multi-user secret sharing
(DMUSS) setting in which there is a dealer, n storage nodes,
and m secrets. Each user demands a t-subset of m secrets.
Earlier work in this setting dealt with the case of t = 1; in
this work, we consider general t. The user downloads shares
from the storage nodes based on the designed storage structure
and reconstructs its secrets. We identify a necessary condition
on the storage structures to ensure weak secrecy. We also
make a connection between storage structures for this problem
and t-disjunct matrices. We apply various t-disjunct matrix
constructions in this setting and compare their performance
in terms of the number of storage nodes and communication
complexity. We also derive bounds on the optimal communication
complexity of a distributed secret sharing protocol. Finally, we
characterize the capacity region of the DMUSS problem when
the storage structure is specified.

I. INTRODUCTION

A secret sharing scheme is a cryptographic technique that
distributes a secret among multiple users while maintaining
two key properties: secret recovery, which allows authorized
subsets of parties to reconstruct the secret from their shares,
and collusion resistance, which ensures that unauthorized
subsets of parties cannot learn anything about the secret. These
properties are crucial in maintaining the confidentiality and
integrity of the secret.

The concept of secret sharing was first introduced by
Shamir [1] and Blakley [2] in their independent works. In [1],
Shamir proposes a secret sharing scheme based on polynomial
interpolation, while in [2], Blakley introduces a secret sharing
scheme based on the intersection of subspaces. Secret sharing
has been extensively studied and applied in various areas
of cryptography and distributed computing, such as secure
multiparty computation [3], secure cloud computing [4], se-
cure voting systems [5], to name a few. Moreover, recent
advances in secret sharing have enabled its use in emerging
technologies such as blockchain [6] and secure multi-party
machine learning [7].

In a conventional secret-sharing scenario, the key assump-
tion is that the dealer has a direct communication channel to all
users. Hence, the encoded secret shares are readily available
to the users. However, in various scenarios, such as network
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coding and distributed storage scenarios, the communication
between the dealer and users can be mediated by intermediary
nodes. Specifically, in a distributed storage scenario, the dealer
stores the encoded shares in the storage nodes, and the
users can access a certain subset of them. This introduces
complexities where the dealer has to ensure that only the
authorized users can reconstruct the designated secret.

The scenario of distributed storage was considered in recent
work by Soleymani et al. [8]. A distributed multi-user secret
sharing (DMUSS) system was considered, which consists of
a dealer, n storage nodes, and m users. In this scenario, each
user has a designated secret message and is given access to a
certain subset of storage nodes, where the user can download
the stored data. To ensure that certain privacy conditions
are satisfied, the Sperner family [9] is used in obtaining
these subsets of storage nodes. The dealer is treated as a
master node controlling all the storage nodes. The dealer
aims to securely share a specific secret sj with user j via
the storage nodes. Under the multi-user context, two secrecy
conditions are considered, and secret sharing schemes that
achieve these secrecy conditions are constructed. The weak
secrecy condition requires that each user does not get any
information about the individual secrets of other users, while
the perfect secrecy condition requires that a user does not get
any information about the collection of other users’ secrets.
Two major properties, namely, the storage overhead and the
communication complexity, are defined for such distributed
secret sharing systems. Optimal values for storage overhead
and communication complexity were derived for any given m
and n, and protocols that achieve these optimal values simulta-
neously are constructed. The secret sharing protocols proposed
in [8] are specific to the case where each user has a designated
secret message. In this paper, we consider the scenario where
each user requests multiple secrets and propose protocols that
achieve optimal storage overhead, ensuring weak secrecy. This
can be seen as a generalization of the distributed multi-user
secret system considered in [8]. In [10], the capacity region
of the distributed multi-user secret sharing system under weak
secrecy is characterized, where they consider the set-up in
which each user can have a secret message of a different size.
We generalize this result to the case where each user requests
multiple secrets.

Notation: For n ∈ N, define [n] as the set {1, 2, . . . , n}
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and for n1, n2 ∈ N ∪ {0}, n1 ≤ n2, define [n1 : n2] as the
set of {n1, n1 + 1, . . . , n2}. For a set I = {i1, . . . , in}, AI
represents {Ai1 , . . . , Ain}.
A. Our Contributions

In this paper, we consider a setting where each user re-
quests a set of secrets and propose a secret sharing protocol
that achieves optimal storage overhead under weak secrecy
condition. The contribution and organization of this paper are
as follows:

• We derive a necessary condition on the storage structure
of the distributed secret sharing protocol to ensure weak
secrecy and establish a relation between the storage
structure and the t-disjunct matrices. (Please see Section
III, Lemma 1).

• Using the storage structure obtained from the t-disjunct
matrix, we propose a secret sharing protocol that achieves
optimal storage overhead. (Please see Section III-B).

• Using several constructions for t-disjunct matrices, we
compare the system parameters and properties. We also
show that t-disjunct matrices obtained using the Steiner
system are better than those obtained from other known
constructions in terms of accommodating more secrets.
(Please see Section IV).

• For the DMUSS system considered in our problem, we
provide a range in which the communication complexity
lies and derive bounds on the optimal communication
complexity. (Please see Section V).

• We characterize the capacity region of the distributed
multi-user secret sharing system when the storage struc-
ture is specified. (Please see Section VI, Theorem 1).

II. SYSTEM MODEL

A. System Model

We consider a distributed secret sharing system that com-
prises n storage nodes, m (m ≥ n) secrets, and P =

(
m
t

)
users (Fig. 1), with the primary goal of enabling the dealer
to convey a specific set of secrets to each user securely via
storage nodes. In this system model:

• Each secret sj has a storage set Aj ⊆ [n], which
represents the set of all storage nodes that store the shares
corresponding to secret sj . For each i ∈ Aj , a share
corresponding to secret sj is stored in i-th storage node.
The set of all these storage sets is called the storage
structure, and it is denoted as

A ≜ {Aj : j ∈ [m]}. (1)
• Storage nodes are passive, which means they do not com-

municate with each other. The users do not communicate
with each other either.

• All the secrets sj , j ∈ [m], are uniformly distributed and
mutually independent. Each user u requests a subset Su

of [m] secrets, where |Su| = t.
• The dealer has access to all storage nodes but has no

access to the users.
The aim is to develop a distributed secret sharing protocol
that encodes secrets into shares and distributes them among
storage nodes so that each user u can successfully reconstruct

Fig. 1: System Model

their designated set of t secrets and the secrecy condition is
satisfied in a weak sense as defined below.

Definition 1. A distributed secret sharing protocol (DSSP) is
a bundle of (A, E , Zn×h, D), where

• A is the storage structure defined in equation (1).
• E : Fm

q → Fh
q with h ≥ m is an encoding function which

relates to storage overhead of the system. The input s =
(s1, s2, . . . , sm)T is a vector of all secrets. The output
y = E(s) = (y1, . . . , yh)

T is a vector of all data (shares)
to be distributed and stored in the storage nodes.

• Z = [zi,r ]n×h, where zi,r = 1 if yr is stored in ith-
storage node, otherwise 0. We denote by yj the vector
of all shares stored in nodes indexed by the elements
of storage set Aj . The matrix Z is referred to as storing
matrix. The mapping of the output symbols to the storage
nodes (specifying which output symbols are stored at
each storage node) is referred to as the storage profile.

• D is a collection of m decoding functions Dj : F|yj |
q →

Fq , such that Dj(yj) = sj . In other words, each user can
successfully reconstruct its secrets. This is referred to as
correctness condition.

In the protocol, the weak secrecy condition requires that a
user does not get any information, in an information-theoretic
sense, about the individual secrets of any other user. Let Uj

denote the set of all the data the user j has access to, Sj is
the set of secrets requested by user j. Then,

∀j ∈
[(

m

t

)]
, ℓ ∈ [m] \ Sj : H(sℓ|Uj) = H(sℓ). (2)

A DSSP satisfying the weak secrecy condition is also called
a weakly secure DSSP. The notions of storage overhead and
communication complexity as defined in [8] are recalled below.
These are used throughout the paper to evaluate the efficiency
of proposed DSSPs. Note that the total number of Fq-symbols
stored in storage nodes is k′ =

∑n
i=1

∑h
r=1 zi,r , where Z =

[zi,r ]n×h is specified in Definition 1.

Definition 2. The storage overhead, SO, of the DSSP is
defined as

SO ≜
k′

m
. (3)

Note that the correctness condition must be satisfied for
m uniformly distributed and mutually independent secrets.
Therefore, k′ ≥ m and, consequently, SO ≥ 1.



Definition 3. Let cu denote the number of symbols user u
needs to download from the storage nodes to reconstruct
the designated set of secrets Su. Then the communication
complexity C is defined as

C ≜

(mt )∑
u=1

cu. (4)

B. Shamir’s Secret Sharing Scheme

Now, we describe the (k, r)-secret sharing scheme proposed
by Shamir. Given a secret s ∈ Fq , the output of the scheme
consists of k secret shares d1, d2, . . . , dk ∈ Fq satisfying the
following conditions: (i) Given r or more secret shares, it is
possible to reconstruct the secret s. (ii) In the information-
theoretic sense, the knowledge of r − 1 or fewer shares
does not disclose any information regarding the secret s.
Consider a (r− 1)-degree polynomial P (x) given by P (x) =
s+

∑r−1
i=1 pix

i, where pi’s are i.i.d and are selected uniformly
at random from Fq . Let γ1, γ2, . . . , γk denote k distinct non-
zero elements from Fq . The secret shares are then constructed
by evaluating P (x) at γi’s, i.e., di = P (γi),∀ i ∈ [k]. This
is called (k, r)-Shamir’s encoder. Given any r secret shares,
P (x) can be interpolated and is uniquely determined since the
degree of P (x) is at most r−1. This is called (k, r)-Shamir’s
decoder.

III. DSSP WITH OPTIMAL STORAGE OVERHEAD

In this section, we give a necessary condition on storage
sets in a DSSP with weak secrecy, which relates to the disjunct
matrices majorly used in the group testing [11]–[13]. We then
propose a scheme for constructing DSSPs with optimal storage
overhead using the storage structure obtained from disjunct
matrices.

A. Conditions on storage sets to ensure weak secrecy

Lemma 1. For any weakly secure DSSP with a storage
structure A defined in (1), we have Ajt+1 ⊈

⋃t
k=1 Ajk ,

∀ j1, j2, . . . , jt+1 ∈ [m] with j1 ̸= j2 ̸= · · · ̸= jt+1.

Proof. Assume to the contrary that Ajt+1
⊆ (Aj1 ∪Aj2 ∪· · ·∪

Ajt) for some j1 ̸= j2 ̸= · · · ̸= jt+1. This means that the user
who has access to the secrets sj1 , . . . , sjt , also has access to
the secret sjt+1

. This implies that the weak secrecy condition
in (2) is violated, which is a contradiction. ■

The collection of subsets satisfying the Lemma 1 can be
related to the columns of t-disjunct matrices.

Definition 4. A n×m binary matrix A is t-disjunct if the union
of supports of any t columns does not contain the support of
any other column.

Some well-known constructions for t-disjunct matrices are
described in Section IV. We make the correspondence between
the storage sets and t-disjunct matrices as follows: Consider a
t-disjunct matrix where the columns correspond to the secrets,
the rows correspond to the storage nodes, and the support of
each column corresponds to the storage set of each secret.

B. DSSP with Optimal Storage Overhead

Consider a system with m secrets, and each user wants to
access a subset of t secrets, t < m. There can be at most

(
m
t

)
users in the system. Let A = {Ai : i ∈ [m]} be the storage
structure which consists of m subsets, each corresponding to
the storage sets of m secrets. Suppose a user requests P ⊂ [m]
secrets, then the user is given access to all the nodes in⋃

i∈P Ai. To ensure weak secrecy, the storage structure A must
satisfy the condition specified in Lemma 1. So, we consider
A to be a set of supports of each column of a t-disjunct
matrix. We consider t-disjunct matrices to have the same
column weight (i.e., the same number of non-zero positions in
each column). Therefore each storage set is of the same size.
Consider, |Ai| = r, Ai = {ni,1, ni,2, . . . , ni,r},∀i ∈ [m].

For the purpose of decoding, Shamir’s decoder is used. To
initialize the protocol, we pick n secrets such that the union
of their storage sets is [n]. As each storage node is present
in at least one of the storage sets in the storage structure
considered, a set of n such secrets always exists. Otherwise,
we can ensure weak secrecy using a lesser number of storage
nodes. WLOG, let these be the first n secrets. To encode the
secrets sj , ∀ j ∈ [n] their (r−1)-degree polynomials Pj(x)s in
(5) are constructed by the following system of linear equations:

Pj(x) = sj +

r−1∑
l=1

pj,lx
l (5)

P1(γ1) = αn1,1yn1,1
· · · Pn(γ1) = αnn,1

ynn,1

P1(γ2) = αn1,2
yn1,2

· · · Pn(γ2) = αnn,2
ynn,2

...
...

...
P1(γr) = αn1,r

yn1,r
· · · Pn(γr) = αnn,rynn,r

TABLE I: Linear system of equations

As
⋃n

i=1 Ai = [n], we overlap the shares so that
{yn1,1

, . . . , yn1,r
, . . . , ynn,1

. . . , ynn,r
} = y[1:n], we have nr

variables and nr equations. Using Lemma 1 in [10], there exist
some αni,k

s and γks such that the system has a unique solution
for pj,ls and yni,k

s, i, j ∈ [n], l ∈ [r−1], k ∈ [r]. Hence, there
is a one-to-one mapping between y[1:n] and s[1:n].

Algorithm 1 Proposed DSSP : Encoder

(a) (Initialization) Pick n secrets such that the union of their
storage sets is [n].

(b) (Share Distribution for n secrets) Pick distinct, non-
zero γ1, . . . , γr ∈ Fq which are made public. For each
i ∈ [n], use encoder in Table I to encode secret si
into shares (yni,1

, . . . , yni,r
). Each share yi is stored

in i-th storage node, where, by construction, we have⋃
i∈[n]{yni,1 , . . . , yni,r} = {y1, . . . , yn}.

(c) (Share Distribution for remaining m − n secrets) For
each i ∈ [n + 1 : m], find a polynomial Pi(x) = si +∑r−1

j=1 pi,jx
j satisfying Pi(γj) = yni,j

for each j ∈ [r −
1]. The rth share for secret si is yni,r = Pi(γr) which is
stored in ni,r-th storage node.



The encoding of the remaining m−n secrets is the same as
the one proposed in [8] (t = 1 case) to achieve optimal storage
overhead. The data symbols y[1:n] correspond to the shares
of the first n secrets, and y[n+1:m] correspond to the shares
of remaining m − n secrets. The idea is to encode n-secrets
into n-data symbols and then utilize them as the random seed
required to encode the remaining m− n secrets.

The lemma below proves that the proposed DSSP is indeed
a weakly secure DSSP.

Lemma 2. The proposed protocol is a weakly secure DSSP
satisfying all the conditions in Definition 1.

Proof. In this protocol, each user j has access to all the∑
i∈Sj

|Ai| evaluations of the polynomials associated with
the secrets the user has requested. Hence, the correctness
condition is satisfied by invoking Shamir’s decoder. Now,
we show that the proposed DSSP is indeed a weakly secure
DSSP by showing that the condition specified in (2) holds.
First, we show that the data symbols y1, y2, . . . , ym generated
according to the proposed protocol are uniformly distributed
and mutually independent. As the vector of all secrets is
assumed to be full entropy, (s1, s2, . . . , sn) is also full entropy.
Also, under certain conditions (Lemma 1 in [10]), there is a
one-to-one mapping between y[1:n] and s[1:n]. This implies
(y1, y2, . . . , yn) is also full entropy. Then,

H(y[n+1:m]|y[1:n]) = H(s[n+1:m]|y[1:n]) (6)

(a)
= H(s[n+1:m])

(b)
= (m−n) log q, (7)

where (6) holds since, given y[1:n] there is a one-on-one
mapping between y[n+1:m] and s[n+1:m] [8], (7(a)) holds since
y[1:n] is independent of s[n+1:m] and (7(b)) holds since it is
assumed that the vector of all secrets is full entropy. Using
this together with the chain rule, we have

H(y[1:m]) = H(y[1:n]) +H(y[n+1:m]|y[1:n])
= n log q + (m− n) log q = m log q. (8)

Hence, from (8), we can say that the data symbols have full
entropy and are mutually independent. As the storage sets are
assumed to satisfy the t-disjunctness condition, there exists at
least one γi, i ∈ [r] such that Pℓ(γi) is not accessed by user
j. Let this data symbol Pℓ(γi) be denoted by y

(−j)
ℓ . Then

∀ j ∈
[(

m
t

)]
, ℓ ∈ [m] \ Sj

H(sℓ|Uj) ≥ H(sℓ|y \ y(−j)
ℓ ) (9)

(a)
= H(y

(−j)
ℓ |y\y(−j)

ℓ )
(b)
= H(y

(−j)
ℓ )

(c)
= log q. (10)

where (9) holds since conditioning does not increase the
entropy, (10(a)) holds because given any r − 1 evaluations
of Pℓ which is the evaluation polynomial corresponding to
the ℓ-th user, out of r available ones, there is a one-to-
one mapping between the remaining evaluation of Pℓ and
sℓ. (10(b)) because data symbols are independent and (10(c))
because data symbols are full entropy. Also, we have

H(sℓ|Uj) ≤ H(sℓ) = log q, (11)

∀j ∈
[(

m
t

)]
, ℓ ∈ [m] \ Sj . From (10(c)) and (11), the weak

secrecy condition (2) is satisfied. ■

The encoding complexity of the proposed DSSP is O(n2 +
rm). The encoding latency is O(n2). The decoding complexity
is O

(
rt×

(
m
t

))
for all users to decode their t secrets, and the

decoding latency is O(rt). We refer the reader to [8] for a
detailed understanding of decoding and encoding complexities.

The total number of shares stored across all the storage
nodes is equal to the total number of secrets, which implies
that the storage overhead is 1. Hence, the proposed protocol
has an optimal storage overhead. The proposed protocol also
applies to cases where users request a different number of
secrets. In that case, the value of t is equal to the maximum
over the number of secrets requested by each user.

IV. COMPARISON BETWEEN DIFFERENT CONSTRUCTIONS
OF DISJUNCT MATRICES

We first define some of the well-known constructions for
t-disjunct matrices and then compare the number of storage
nodes n and communication complexity C when each of these
constructions is used as the storage structure in the DSSP
described in Section III.

1) Kautz-Singleton Construction [11]: A [q, k, q − k + 1]q
Reed-Solomon code is picked as the outer code Cout while
the inner code Cin : Fq → {0, 1}q is defined as follows. For
any i ∈ Fq , Cin(i) = ei, where ei is nothing but a one-hot
vector. The concatenated code C∗ = Cout ◦ Cin is a n × m
t-disjunct matrix, where n = q2,m = qk, and t = ⌊ q−1

k−1⌋.
Here, each column in C∗ has q ones. The set of storage sets
obtained from the Kautz-Singleton construction is called the
Kautz-Singleton storage structure.

2) Porat-Rothschild Construction [12]: A linear code that
meets the Gilbert-Varshamov bound is picked as the outer
code. Here, Cout is [r , k, δr ]q linear code, where r≤ k

1−Hq(δ)

and t + 1 = ⌈ 1
1−δ ⌉. The inner code Cin : Fq → {0, 1}q

is defined as follows. For any i ∈ Fq , Cin(i) = ei, where
ei is nothing but a one-hot vector. The concatenated code
C∗ = Cout ◦ Cin is a n × m t-disjunct matrix, where
n = r q,m = qk and t = ⌈ 1

1−δ ⌉ − 1. Here, each column
in C∗ has r ones. The set of storage sets obtained from Porat-
Rothschild Construction is called the Porat-Rothschild storage
structure.

3) Sparse Disjunct Matrices [13]: In a n × m Sparse
disjunct matrix, the number of ones in each column of a t-
disjunct matrix is restricted to ℓt + 1, where ℓ ≥ 1. Such a
matrix can be constructed by replacing the outer code in the
Kautz-Singleton construction with [ℓt+1, k = ℓ+1]-RS code
over a field of size q = ℓ+1

√
m. The concatenated code C∗ is a

(ℓt+1)q×m t-disjunct matrix. The set of storage sets obtained
from constructing the Sparse Disjunct Matrix is called Sparse
Disjunct storage structure.

For a given total number of secrets m, and the number
of secrets t each user requests (t << m), we compare the
number of storage nodes n and the communication complexity
C across the above mentioned constructions for t-disjunct
matrices (see also Table II).



Kautz-Singleton Porat-Rothschild Sparse disjunct (ℓ = 1)
Cout : [q1, k, q1 − k + 1]q1 - RS code Cout : [r , k, δr ]q1 -Linear code Cout : [t+ 1, k = 2]q2 -RS code

Code where r ≤ k
1−Hq1

(δ)
where q2 =

√
m

Cin : Iq1 Cin : Iq1 Cin : Iq2
Disjunctness t = ⌊ q1−1

k−1
⌋ t+ 1 = ⌈ 1

1−δ
⌉ t+ 1 ≤

√
m

t-disjunct Matrix C∗ : q21 ×m C∗ : r q1 ×m C∗ : (t+ 1)q2 ×m
≈ t2 log2t m×m ≈ t2 logm×m = (t+ 1)

√
m×m

Column weight q1 ≈ t logt m r t+ 1
Storage Overhead 1 1 1

Comm. Complexity
(
m−1
t−1

)
× q1 ×m

(
m−1
t−1

)
× r ×m

(
m−1
t−1

)
× (t+ 1)×m

TABLE II: Comparison of disjunct matrix constructions.

Kautz-Singleton (KS) Vs Porat-Rothschild (PR): There are
two regimes considered in the literature: (i) t =
O(poly(logm)), and (ii) t = O(mα), α ∈ (0, 1/2). In the
regime (i), we have nPR < nKS and CPR < CKS , which
shows that PR is better than KS. Whereas in the regime (ii),
both the inequalities are reversed, which shows that KS is
better than PR.

Kautz-Singleton (KS) Vs Sparse Disjunct (ℓ = 1) (SD):
Since we have t << m, nKS < nSD and CKS > CSD.
There is a tradeoff between these storage structures, so if for
example one seeks to minimize the number of storage nodes,
KS is better than SD while paying for a higher communication
complexity and vice versa.

Porat-Rothschild (PR) vs Sparse disjunct (ℓ = 1) (SD):
Since we have t << m, nPR < nSD and CPR < CSD.
Thus, PR is better than SD.

Another interesting construction of the t-disjunct matrix
uses the Steiner system, defined below.

Definition 5. Let X be an n-element set. A Steiner system
S(n, b, p) is defined as S ⊂

(
X
b

)
such that for every A ∈(

X
p

)
there is exactly one B ∈ S with A ⊂ B, where

(
X
i

)
here denotes the collection of all the i-sized subsets of X .
The largest set S which satisfies this property is called the
maximum Steiner system.

In [14], it is proved that S(n, b, p) Steiner system gives a
⌊ b−1
p−1⌋ disjunt matrix. A relation between the Steiner system

and constant column weight t-disjunct matrices was conjec-
tured, as stated below.

Conjecture 1. [14] Let M be a n × m t-disjunct matrix
with constant column weight b. Let p = b+t−1

t (we assume
that p is an integer). The maximum S(n, b, p) Steiner system
gives a matrix M ′ that is no worse than M . In other words,
|S(n, b, p)| ≥ m.

Remark 1. If Conjecture 1 is true, then for a given n, the
number of storage nodes, and b, the size of storage sets, the
storage structure obtained from Steiner system S(n, b, p) is
the best in terms of accommodating more number of secrets.

We prove this conjecture for the special cases where the
matrix M is obtained using the Kautz-Singleton and Sparse
Disjunct constructions.

Consider a q2 × qk t-disjunct matrix obtained from Kautz-
Singleton construction, t = ⌊ q−1

k−1⌋. We set k = q+t−1
t

to accommodate most secrets in this construction. Then the
corresponding Steiner system with the same number of storage
nodes is given by S(q2, q, k). The following lemma compares
the total number of secrets accommodated by both construc-
tions.

Lemma 3. If the Steiner system S(q2, q, p = q+t−1
t ) exists,

then it can accommodate more secrets compared to the storage
structure obtained from the Kautz-Singleton construction with
the same number of nodes q2 and constant column weight q.
In other words,

qs ≤
∣∣S(q2, q, p)

∣∣ = (
q2

s

)/(
q

s

)
. (12)

Proof. Expanding the binomial coefficients on RHS of (12)
and observing that for all ℓ ∈ [1, q), q2−ℓ

q−ℓ > q gives (12). ■

Similarly, a comparison between a sparse disjunct matrix
and the Steiner system is given below.

Lemma 4. If the Steiner system S((t + 1)q, t + 1, 2) exists,
then it can accommodate more secrets compared to the storage
structure obtained from the Sparse Disjunct matrix with the
same number of nodes (t + 1)q and constant column weight
t+ 1. In other words,

q2 ≤ |S((t+ 1)q, t+ 1, 2)| =
(
(t+ 1)q

2

)/(
t+ 1

2

)
.

Balanced Storage Profile: In large-scale distributed storage
systems, it is essential to distribute the data evenly across the
nodes and ensure each node has a similar amount of data to
manage. This helps in avoiding problems like slower access
times and system failures. We say that a collection F of
subsets of [n] is a balanced collection if each i ∈ [n] belongs
to the same number of subsets in F . The Kautz-Singleton
construction and the Sparse disjunct matrices defined above
provide a t-disjunct matrix with constant row and column
weights. Thus, the resulting storage structures are balanced
collections and can be used to obtain a DSSP with a balanced
storage profile.



V. BOUNDS ON OPTIMAL COMMUNICATION COMPLEXITY

In this section, we derive bounds on the minimum com-
munication complexity of DSSPs where each user requests
a subset of t secrets. Similar to [8], we also use the tight
DSSPs in deriving these bounds. The DSSP which attains the
lower bound of the minimum communication complexity with
equality is called communication-optimal DSSP.

Definition 6. A DSSP is said to be tight DSSP (T-DSSP) if
every user downloads exactly one Fq-symbol from each node in
the storage set corresponding to each secret in his designated
set of secrets.

Let bk denote the number of t subsets whose union is of size
k in the storage structure of a T-DSSP. Then its communication
complexity lies between:

n∑
k=t

kbk ≤ C < t

n∑
k=t

kbk, (13)

where we obtain the lower and upper bounds when each user
downloads exactly one share and t shares, respectively, from
each node, the user has access to.

In [8], it is proved that for every DSSP with communi-
cation complexity C, there exists a T-DSSP with the same
number of storage nodes and users with communication com-
plexity C̃ ≤ C. Therefore, we can minimize (13) to find
communication-optimal DSSP, provided that storage structure
satisfying Lemma 1, with such bks exists.

We derive a necessary condition for the storage structure
satisfying Lemma 1 to exist.

Lemma 5. Consider a storage structure A satisfying Lemma
1, then

∑n
k=t bk/

(
n
k

)
≤ 1.

Proof. The permutations of [n] can be counted in two different
ways using the double counting argument. One is by counting
all permutations of [n] identified with {1, . . . , n} directly, and
there are n! of them, and the other by generating a permutation
of the [n] by selecting sets (Si1 , . . . , Sit), each Sij ∈ A and
choosing a map that sends {1, . . . , | ∪j∈[t] Sij |} to ∪j∈[t]Sij .

If | ∪j∈[t] Sij | = k, the sets (Si1 , . . . , Sit) are associated
in this way with k!(n − k)! permutations, and in each of
them the image of first k elements of [n] is exactly ∪j∈[t]Sij .
Each permutation may only be associated with a single
∪j∈[t]Sij . If a permutation is associated with (Si1 , . . . , Sit)
and (Si′1

, . . . , Si′t
), then one union would be a subset of the

other. The number of permutations that this procedure can
generate is less than or equal to n!, i.e.,∑
Sij

∈A

∀j∈[t]

| ∪j∈[t] Sij |(1− | ∪j∈[t] Sij |) =
n∑

k=t

bkk!(n− k)! ≤ n!.

Dividing the above inequality by n! gives the result. This is a
generalization of the LYM inequality [15]. ■

From (13) and Lemma 5, we consider the following dis-
crete optimization problem to derive the bounds on optimal
communication complexity.

min

n∑
k=t

kbk (14)

s.t. ∀k ∈ [t : n] : bk ∈ N ∪ {0} (15)
n∑

k=t

bk =

(
m

t

)
(16)

n∑
k=t

bk(
n
k

) ≤ 1. (17)

Constraint (15) is set to ensure bks are non-negative. Con-
straint (16) is set because the sum of bks is equal to the number
of users

(
m
t

)
and constraint (17) is a necessary condition for

storage structure satisfying Lemma 1 to exist.
The solution to this constrained optimization problem fol-

lows the same lines as the one given in [8]. Let β∗
ks be

the solutions to the corresponding continuous optimization
problem of the one given in (14), then at most two of the
β∗
ks can be non-zero. Furthermore, if two are non-zero, their

indices are consecutive. Let i denote the largest integer such
that

(
n
i

)
≤

(
m
t

)
. Then,

β∗
i =

(
n

i+1

)
−
(
m
t

)(
n

i+1

)
−

(
n
i

) (n
i

)
, β∗

i+1 =

(
m
t

)
−
(
n
i

)(
n

i+1

)
−

(
n
i

)( n

i+ 1

)
.

For a given number of secrets m and number of storage nodes
n, any T-DSSP with a storage structure A that has ⌊β∗

i ⌋ t
subsets whose union is of size i and ⌈β∗

i+1⌉ t subsets whose
union is of size i+ 1 is a communication-optimal DSSP. We
leave it as future work to solve for the exact value of optimal
communication complexity.

VI. CAPACITY REGION OF DISTRIBUTED MULTI-USER
SECRET SHARING

In [10], the capacity region of the distributed multi-user
secret sharing system is characterized, subject to correctness
and secrecy constraints. They consider a DMUSS system that
consists of a dealer, n ∈ N storage nodes, and m ∈ N users.
In the system set-up considered in [8], the storage structure
has a regularized form, and the user’s secret messages have
equal size, whereas the DMUSS set-up in [10] considers an
arbitrary storage structure, and the users can have different
message sizes. Now, we recall a few definitions given in [10]:

Definition 7. Let the length of secret sj be denoted by rj; we
define its secret message rate as Rj =

rj
K , where K is the size

of each storage node.

Definition 8. The capacity region of a DMUSS is defined as
a set of all achievable rate tuples, subject to the correctness
and secrecy constraints.

The capacity region of the distributed multi-user secret
sharing system is characterized under weak secrecy condition
(2) as follows:



Theorem 1. The capacity region of DMUSS is the convex hull
of all regions with the rate tuple (R1, R2, . . . , Rm) satisfying:

Rj ≤ min |Aj \ ∪j̃∈SAj̃ |, ∀ S ⊆ [m] \ {j}, |S| = t (18)∑
i∈S

Ri ≤ | ∪i∈S Ai|, S ⊆ [m] (19)

The capacity region of DMUSS, characterized in [10], is a
special case of Theorem 1 where t = 1. The achievability and
converse proofs for the above theorem follow along the same
lines as in [10].
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