
This is a postprint version of the following published document:

M. Milani, D. Bega, M. Gramaglia and C. Mannweiler, 
"Optimizing Predictive Analytics in 5G Networks 
Through Zero-Trust Operator-Customer Cooperation," 
2023 IEEE Conference on Network Function 
Virtualization and Software Defined Networks (NFV-
SDN), Dresden, Germany, 2023, pp. 123-128.

DOI: 10.1109/NFV-SDN59219.2023.10329622. 

 © 2023, IEEE. Personal use of this material is permitted. 
Permission from IEEE must be obtained for all other uses, in any 
current or future media, including reprinting/republishing this 
material for advertising or promotional purposes, creating new 
collective works, for resale or redistribution to servers or lists, 
or reuse of any copyrighted component of this work in other works. 



Optimizing Predictive Analytics in 5G Networks
through Zero-Trust Operator-Customer Cooperation.

Mattia Milani
Nokia, Germany

mattia.milani@nokia.com

Dario Bega
Nokia Bell Labs, Germany

dario.bega@nokia-bell-labs.com

Marco Gramaglia
Universidad Carlos III de Madrid, Spain

mgramagl@it.uc3m.es

Christian Mannweiler
Nokia, Germany

christian.mannweiler@nokia.com

Abstract—Data availability in softwarized networks plays
a fundamental role in various operations, including network
function control, management, and orchestration. Despite early
trends of designing domain-specific architectures in isolation,
interactions between network operators and their customers
have often resulted in limited data exchange, and only recently,
standardization bodies have addressed this challenge. In this
paper, we advocate for a more robust collaboration between
operators and customers by introducing a zero-trust analytics
service. This service enables the creation of tailored models
for the different customers of network operators. We outline
the necessary procedures to support such analytics and present
a use case that demonstrates how specific operator-provided
analytics (network flow detection) can be enhanced through the
incorporation of external signals from a customer.

Index Terms—Network Analytics, NWDAF, Machine Learning

I. INTRODUCTION

The benefits of network softwarization have been observed
across all domains of mobile networks. In the domain of
Access Networks, the O-RAN [1] architecture has played
a crucial role in completely opening up the implementation
architecture. This paradigm shift has allowed for greater
flexibility and integration of third-party applications. Similarly,
the management domain, as defined by 3GPP SA5, has also
embraced this trend by adopting a fully API-based description
and a compound information model [2] for e.g., the Network
Slice as a Service Paradigm. Also, from their early stages [3],
orchestration tools have provided the capability of API-based
lifecycle management for network deployment. And finally,
the 5G Core has seamlessly integrated the Service Based
paradigm into its architecture since its initial design [4].

However, despite these advancements, designing such net-
work architectures in isolation may fall short in enabling
fully data-driven network management, as we proposed in our
work [5]. Although these domains, which were traditionally
designed separately in mobile networks, have been designed
with softwarization in mind, they often lack extensive data
exchange between them. For instance, in the current 3GPP
architecture, there remains limited interaction between service
providers (SPs) utilizing slices made available by network
operators (NOPs) [6]. Furthermore, even within the boundaries

of NOPs, there can be indirect access to data that can be
used for its intelligent operation, as seen in the case of
the Access network and the Core, which can only exchange
data for network analytics purposes through the management
system [7]. Thus, there is a need to further enhance data
exchange capabilities to foster seamless collaboration between
different domains within mobile networks.

That is, network analytics could benefit from a broader
interaction between domains, involving the exchange of train-
ing data but also, as we discuss in this paper, the interaction
between different models can involve the exchange of steering
signals that allow the different models to cooperatively learn
and improve their metrics when they act on the same data
or when a model has access to different and better quality
data. Hence, in this paper, we propose a third-party-supported
operation for the network analytics system proposed by 3GPP,
where they interact to achieve a common goal: improved
network operation.

More specifically, we target the scenario where the third
party is customer of the NOP, hence with even more stringent
requirements on the kind of data that shall be exchanged
among them. For this reason, our proposed system is especially
useful for the creation of zero-trust analytics.

The contributions of this paper are as follows. We first
investigate how the network operation can be improved by
the interaction between network operators and their customers,
discussing the recent proposals from standards, drawing the
zero-trust analytics use case (Section II). Then we focus on the
main application for our scenario, the Network Data Analytics
Function (NWDAF) discussing how the standard procedures
can be adapted for our specific use case (Section III). Then,
we validate our approach by applying it to specific analytics
(network flow detection), showing how the performance can
be improved by using an external steering signal (Section III).
Finally, we draw conclusions in Section V.

II. ENABLING OPERATOR-CUSTOMER COOPERATION

In this section, we make the case for a tighter cooperation
between operators and their customers through the design of an
enhanced exposure layer for the creation of tailored analytics.
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Fig. 1: The current view as studied by 3GPP (top), the additional
scenario proposed in this paper (bottom).

A. Enhanced exposure layer customer cooperation

The current trends in the mobile network architectural
design are envisioning more direct interactions between dif-
ferent players in the ecosystem. For instance, the 3GPP study
items reported in TR 28.824 [8] define who, what, and how
management services can be exposed to third parties. This
issue primarily applies to the B2B/B2B2C market, specifically
in the context of the Network Slice as a Service (NSaaS)
model [9]. The report defines different types of consumers
according to their characteristics. The first type is the baseline
vertical customer, which is primarily concerned with moni-
toring the network slice to ensure it operates according to
the Service Level Agreement (SLA). This type of consumer
typically lacks telco experience and is associated with a
network slice deployed for a given service. The network can
expose capabilities to this consumer such as the network slice’s
status (active or inactive) and subscribed management data
(e.g., KPIs, events/logs, trace data).

The second type is the advanced vertical customer, which
contributes to the network operation as a portion of the
network slice is deployed within the consumer premises, while
other portions reside in the network operator infrastructure.
Unlike the baseline vertical customer, this profile has some
telco knowledge and wants to have more control over the
running network slice. Hence the exposure capabilities may
include monitoring functionalities and device configuration
options, as well as edge discovery/selection for deploying
workloads on the telco edge cloud.

The third type is the hyperscaler, which requests a dedicated
network slice from the operator to establish a service-tailored
connectivity pipeline for their customers. In this case, the
network operator also has to set up network slice continuity
between the network and the hyperscaler premises. In this
case, the offered capabilities include monitoring functional-
ities, quality on demand (dynamic QoS and bandwidth man-

agement), and policy control.
For all of these roles, 3GPP identifies the specific issues

that need to be overcome, including the specific core and
management modules that need to take care of the exchange,
and the API to be used. Three candidates are envisioned: CA-
MARA [10], GSMA Open Gateway [11], and TM Forum [12].
Still, the interactions are based mostly on the control and re-
orchestration of the network elements, which require full trust
between the different parties and, in general, do not allow
correlation between the network status and the action to be
taken.

Hence, building on top of the 3GPP framework, we pro-
pose an additional scenario, depicted in the bottom part of
Fig. 1. In this case, the customer is a Zero-Trust one, that
has to exchange information with the operator without ex-
changing sensitive data, for instance, data with confidentiality
restrictions. In this view, both the operator and the customer
exchange information as two closed boxes, each of them
acting independently from the other, possibly driven by two
intelligent algorithms: one in the NOP that is optimizing the
production of analytics and one in the customer, that has the
goal of maximizing the customer provided service business
metrics. The main use case in this context is the one of tailored
network analytics, as we discuss next.

The Network Data Analytics Framework specified by
3GPP [7] already envisions a closed loop with the NWDAF
as the central hub. However, such analytics are computed with
data that is solely available to the network operator, gathered
from the other network functions in the 5G Core, or from the
access network through the Management plane. One possible
issue with this approach is the lack of synchronization between
the NOP vantage point (that only analyzes network related
Key Performance Indicators (KPIs)) and the customer, which
has a full view of the overall operation (but it misses the
view of the network internals). Thus, the analytics obtained
from these QoS metrics can deviate from the ones that the
customer really needs, as they are not tailored to the specific
service that is offered in the network. Yet, specific information
about the service may not be disclosed by the customer, due
to confidentiality reasons.

A relevant example for this case is the one of a video
provider that wants to acquire analytics for the network to
improve internal business metrics (e.g., reducing the users’
churn rate). In this case, revealing this metric to a network
operator can also be a competitor like in the case of triple-play.
Thus, the customer may want to steer the analytics, without
exchanging business-related data, improving it to match the
internal metrics.

B. Zero-trust analytics

As depicted in Fig. 2, the modules involved in this procedure
are, the NWDAF and the customer. NWDAF in the 5GC,
specified by 3GPP in TS 23.288[7], utilizes the mechanisms
and interfaces defined for 5GC and the Management System
for data collection and analytics production. Starting from
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Fig. 2: The zero-trust analytics use case.

Rel. 17, NWDAF (that has been split into two logical func-
tions, i.e., Analytics Logical Function or AnLF, and Model
Training Logical Function or MTLF) may leverage AI/ML
models for providing requested analytics. When a consumer
(including Application Function (AF), which is relevant for
the interaction with the customer) subscribes/requests analytics
predictions, the NWDAF collects the required data input,
trains the AI/ML model (if no trained AI/ML models are
already available for the requested analytics) and produces the
requested analytics.

In the beginning, the required analytics is the one provided
by the baseline model, trained only with data available to
the Network Operator (NOP). Then the customer evaluates
the analytics exposed by the NOP against its business metric,
hence measuring how the analytics fits the need of the business
metrics. For instance, in a video content distribution service,
how the QoS video analytics are matching user satisfaction.

This translates into a steering signal that is used to improve
and tailor the model to the specific service. After several
iterations, the model is re-trained and eventually improved.
This will have two effects: i) an increased accuracy / precision
on the analytics and ii) a better alignment to the (unknown to
the NOP) customer metric.

III. COOPERATION PROCEDURES IN THE 5G CORE

As discussed in Section II, the AI/ML models, and so
the analytics produced, are trained only using information
available at the NOP in an isolated fashion. This lack of
interaction between Zero-Trust customer, i.e., AF, and NOP,
i.e., NWDAF, leads to the production of analytics that optimize
network-related metrics instead of optimizing the customer’s
metric. To overcome this issue, we propose new procedures
that allow NOP and Zero-Trust customer to exchange steering
signals to drive analytics production ensuring customer metric
optimization without disclosing any sensitive information.

In the following, the proposed procedure is detailed high-
lighting (see the boxes in Fig. 3) the main novelties com-
pared with the current 3GPP standardized analytics production
mechanism [7].

1) NWDAF updates its profile (stored at the Network
Repository Function (NRF)) with the list of available
AI/ML models and their configurable parameters. Con-
figurable parameters are AI/ML model elements that
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Fig. 3: The call flow for the zero-trust analytics.

could be updated or tuned for steering the model train-
ing phase. Examples of configurable parameters are
variables of a parametrized loss function (as the one
employed in [13]), or filters offset in a deformable
convolutional layer or optimizer learning rate. Note that
AI/ML models hyperparameters as model architecture
cannot be modified during the training phase and are
not exposed to Zero-Trust customers since they repre-
sent sensitive and proprietary information. Furthermore,
AI/ML model weights are not considered configurable
parameters since they are automatically updated by the
optimization function to optimize the desired objective
metric.

2) Initially a setup phase is required between the Zero-Trust
customer, achieved through the AF, interested in receiv-
ing customized analytics services, and the NOP, i.e., the
NWDAF, to settle the analytics framework by specifying
the analytics type, the configurable parameters that will
be tuned during the training phase following AF steering
signals, and the framework settings as for example
the periodicity with which the configurable parameters
should be updated.

3) After the setup phase, the NWDAF collects the required
training data and starts the AI/ML model training phase.
With the periodicity settled during the setup phase,
the NWDAF provides the actual analytics to the AF
obtained over the validation dataset.
The AF evaluating the obtained analytics can assess
the Zero-Trust customer’s metric and accordingly in-
forms the NWDAF on how to update the configurable
parameters. The steering signal could be in the form
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Fig. 4: The validated zero-trust analytics scenario.

of a high-level intent (i.e., informing the NWDAF if
the analytics produced so far are assessed as “good”
or “bad”) appointing the NWDAF as responsible for
changing the tunable parameters values, or directly the
updated configurable parameters values (or delta to be
added/subtracted) in case the AF is capable of under-
standing their impact over the AI/ML model perfor-
mance. Note, the AF does not disclose any information
about the Zero-Trust customer’s metric preserving its
privacy and security.

4) The NWDAF upon receiving the steering signal, updates
the configurable parameters and continues the AI/ML
model training. The loop composed of steps 3 and 4
is repeated until the AI/ML model training phase is
concluded.

5) When the training phase ends, the AI/ML model is
ready to be utilized for producing customized analytics
that optimizes the Zero-Trust customer metric. Thus, the
NWDAF starts producing the requested analytics and
provides them to the customer.

The proposed procedure enables the cooperative learning
between NOP and Zero-Trust customer in a safe manner:
the Zero-Trust customer by receiving analytics during the
training phase, is able to learn the training analytics status and
drive their production to optimize customer’s metric instead
of mobile network’s metric. In the meanwhile, the NWDAF
thanks to the received steering signals can learn the goodness
of the analytics produced during the learning phase leading
to final analytics optimized for the customer’s metric even
without knowing any information of it.

IV. AN APPLICATION CASE

We now present and discuss a preliminary study about the
possible performance improvements that can be achieved by
leveraging the introduced procedure.

A. Scenario

We focus on a scenario depicted in Fig. 4 where the
analytics provided to the customer is a flow type detection.
This kind of analytics is obtained directly by the User Plane
Function (UPF) thanks to the usage of a model that is trained
using flow statistics.

This analytics is then passed to the customer which can
elaborate its own business metric based on this report (e.g.,
profiling end users given the kind of traffic they generate) and
help the operator to refine the model with the steering signal.

For this purpose, we used a dataset of traffic data available
as open source, that contains 2.6 millions of network flow
statistics with the associated label describing the associated
service type [14]. This dataset contains 43 network associated
KPIs (e.g., packet size, flow duration, packet inter-arrival time,
. . . ) that we used to train the model running in the NWDAF
with the objective of predicting the associated service.

This task is then naturally associated with a classification
problem where the goal is to correctly map the network
statistics x to the service class y ∈ Y through a function
F : x → R|Y|. A Neural Network is used to mimic F where
the output is a probability distribution over the |Y| possible
classes.

To assess the benefits of employing the procedure described
in Section III, we steer the Neural Network loss function
configurable parameters during the training phase. The default
loss function and its enhanced version are presented in Sec-
tion IV-B. The results presented in Section IV-C show the
difference in performances with and without the steering the
training of the model based on Zero-Trust customer signals
confirming that the collaboration between NOP and customer
improves produced analytics.

B. Methodology

The classifier is enhanced through the dynamic tuning of
the loss function configurable parameters, inspired by the
work presented in [15]. The most common approach to
deal with classification problems is to utilize the Categorical
CrossEntropy (CCE) as a loss function. To make the loss
function configurable, we leverage Augmented CCE (ACCE),
a generalized version of the CCE presented in [15], that allows
the steering of the behavior of the model.

lacce = −yTΦt log fw(y|x) (1)

The matrix Φt ∈ R|Y|×|Y| in Eq. (1) encodes time-varying
class correlations, a positive value of Φt(i, j) incentivizes the
model to predict class j when the expected class label is i,
while negative value spreads further apart the classes. The
effect is that similar classes at the beginning of the training
will be treated as a single class, and as Φt changes over
time, discriminated during the training phase. This is similar
to implementing a curriculum learning approach [16]. In our
system, y is the one hot encoding that describes the expected
class for the sample x, while, fw is the classifier.

The matrix Φt is computed every K epochs. First, we cal-
culate a matrix C that captures when the network mistakenly
classifies a sample as picked from class j instead of class i.
This matrix is computed as described in Eq. (2)

Cij =

1 if i = j∑
∀x∈Dval

I(yx,i)log(f
j
wx)∑

∀x∈Dval
I(yx,i)

Othrw.
(2)
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Fig. 5: Evolution of some classes tuple from matrix C through time. Fig. 4-a depicts three C71,j for class j = {4, 5, 6}. Fig. 4-b shows
three classes for C75,j where j = {1, 2, 3} while Fig. 4-c for C76,j with j = {1, 2, 3}. The x-axis represents all the iterations every 10
epochs from the beginning of the training to epoch 400

Fig. 6: Test dataset accuracy comparison, 10 experiments average,
the error bars represent the 95% confidence interval

Where I is a function that retrieves 1 if the ground truth
label of the validation sample yx belongs to the i-th class. This
function retrieves C ∈ R|Y|×|Y| that can be used to compute
Φt, and provides an overview of the most probable mistakes
made by fw. We set Φt as an identity matrix, and then for each
class i the class j with higher Cij (normalized between −1 and
0 to avoid higher negative values of Cij) is set to −1. In this
way, during the training, the class that with higher probability
leads to a mistake when evaluating i, is further penalized with
a higher loss. By driving the training through Φt, the algorithm
accuracy improves towards the correct solution.

In total, we repeated 10 experiments with the default CCE
loss function lcce and 10 with the ACCE loss function using
the same RNG seeds. The dataset is preprocessed before the
training cycle, removing missing values and duplicates. It’s
then normalized and separated into three sub-sets, the training,
validation, and test datasets with respectively 60%, 20%, and
the remaining 20% of the samples, sampled randomly.

C. Results

Figure 5 shows a graphical representation of a sample of
the matrix C for three classes i and how it evolves through
time during a training cycle. Each sample contains 3 rows,

representing 3 classes that were incorrectly classified by the
neural network as class i. Different colors follow values
obtained through Eq. (2). Cij are normalized between -1 and 0
every epoch only considering the values set by Eq. (2) (i.e., we
only consider class i mistakenly classified as class j). Colors
closer to 0 (blue) represent more difficult couples, i.e., class
i classified as class j by the neural network model with high
probability.

As depicted in Fig. 5, at the first iteration Cij can be close to
0, meaning that the network has wrongly classified validation
data inputs related to class i as classes j with high probability
and so corrective actions should be taken. As the training time
goes on, is possible to see how all the Cij elements in Fig. 5,
reach a value closer to -1, meaning that the neural network
will unlikely classify a sample from class i to one of the
shown classes j. As can be noticed, during the training the
network may learn wrong class associations, that are mitigated
by properly setting Φ as can be verified in Fig. 5 later stages.
The result is that the training ends with an overall accuracy
improvement from the initial situation.

Overall, Fig. 5 shows that internally this approach is grad-
ually moving toward a better solution to the problem, shifting
the wrongly placed probabilities and enforcing the correct
ones.

The overall performances of the two approaches presented
in this paper are presented in Fig. 6 where the accuracy over
the test dataset is compared over 10 different experiments. The
results show that the average accuracy obtained by employing
the cooperative procedure described in Section III is higher
than the one achieved by the standardized mechanism. Also,
it’s important to note that the higher point of the 95 percentile
error bars achieved by CCE is below the average accuracy
obtained by ACCE loss function. This is a confirmation
of the gain resulting from applying a cooperative learning
approach, i.e., by optimizing Zero Trust’s customer metric
through steering signal and dynamic loss function instead of
optimizing NOP’s metric utilizing default static loss.
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Fig. 7: Accuracy evolution during the training cycle, 10 experiments,
the shadow represents the 95%

Figure 7 shows the average accuracy performance during the
training cycle of 10 experiments for both approaches. On the
left side, Fig. 7a presents the evolution of the average accuracy
over the training dataset. Figure 7b, on the other hand, shows
the neural network performance over the validation dataset.
The x-axis for both figures represents the number of epochs.
The overall evolution is similar for both figures with an
increase in the variance for the validation dataset as expected.
The temporary average accuracy drops depicted in Fig. 7a for
ACCE algorithm are caused by a change in the matrix Φt

that is updated each 10 epochs. For both figures, starting at
around 50 epochs, the average accuracy obtained by ACCE
approach overcomes the CCE one. This corroborates the fact
that a dynamic tuning of the training cycle provides positive
effects confirming our initial assumptions.

V. CONCLUSION AND FUTURE WORK

In this paper, we make the case for a closer collaboration
between network operators and their customers, leveraging an
enhanced exposure layer. More specifically, we discuss a zero-
trust analytics service, enabling tailored models for different
customers. By delivering specific error signals, customers
enhance the operator-provided analytics, obtaining a better
model that is also more properly aligned to the service business
metric. We showcase the advantages of our approach by taking
as an example flow detection analytics, obtaining an improved
model thanks to the feedback received from the customer
utilizing it. The next steps include the design of an autonomous
algorithm for the calculation of the steering signal.
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