
 Detection of COVID-19 Using Genomic Image 

Processing Techniques 

Abstract—Novel Coronavirus Disease 2019 (COVID-19) is a 

new pandemic that appeared at the end of March 2019 in 

Wuhan city, China, which affected millions worldwide. 

COVID-19 is caused by the novel severe acute respiratory 

syndrome coronavirus 2 (SARSCoV-2) epidemic. Also, several 

viral epidemics have been listed in the last two decades, like the 

middle east respiratory syndrome coronavirus (MERSCoV) and 

the severe acute respiratory syndrome coronavirus 1 

(SARSCoV-1), which cause MERS, and SARS diseases, 

respectively. Detection of these viral epidemics is a difficult issue 

because of their genetic similarity. In this paper, an effective 

automated system was developed to classify these viral 

epidemics using their complete genomic sequences via the 

genomic image processing techniques to facilitate the diagnosis 

and increase the detection accuracy in a short time. Results 

achieved an overall accuracy of 100% using two classifiers: 

SVM and KNN. However, the KNN classifier shows a privilege 

over the SVM in the execution time performance. 

Keywords—COVID-19, genomic image processing 

techniques, first-order features, SVM classifier, KNN classifier.

I. INTRODUCTION 

Coronaviruses (CoVs) are a large family of viruses that 
cause illness ranging from a simple cold to more severe 
diseases. CoVs are viruses with single-stranded ribonucleic 
acid that infect mammals and animals [1]. The family is 
classified into four groups of viruses that include                       
alpha-coronavirus (αCoV), beta-coronavirus (βCoV),               
delta-coronavirus (δCoV), and gamma-coronavirus (γCoV). 
The αCoV and βCoV infect mammals, while the δCoV and 
γCoV infect birds. NL63CoV and 229ECoV are the types of 
αCoV that result in simple respiratory marks like that in the 
common cold. On the other hand, HKU1CoV, OC43CoV,            
SARSCoV-1, and MERSCoV are the types of βCoV that 
result in mild to dangerous respiratory tract infections [1, 2]. 

A new βCoV coronavirus has appeared in China by the 
end of March 2019, transmitting from animals (Bats) to 
mammals. This virus was named a COVID-19 by the World 
Health Organization (WHO) in February 2020. The WHO 
announced the outbreak of COVID-19 as a global pandemic 
due to its spreading in many countries causing many deaths, 
at the same time [3]. Globally, as of 17 Sep 2021, there have 
been over 226.84 million confirmed cases of COVID-19, 
including over 4.66 million deaths, reported to WHO [4]. 

The SARSCoV-2 has about 79% similarity to the 
SARSCoV-1 and about 50% similarity to the MERSCoV. 
Therefore, detecting the SARSCoV-2 epidemic from other 
human coronavirus types is a difficult issue because of their 
genetic similarity [5]. Also, fever, headache, myalgia, 
shortness of breath, and dry cough are the most common signs 
of COVID-19 [6]. Most of these signs like those of                     
the common flu. Therefore, diagnosing SARSCoV-2 at an 
early stage is a complex problem. Rapid identification of such 
positive cases is essential because the disease spreads quickly 
and poses a hazard to the public system. 

X-ray and computed tomography (CT) scans are types of
medical imaging modalities that are considered among the 
most effective approaches for COVID-19 identification. 
Recently, machine and deep learning models, two significant 
areas of artificial intelligence, have become very popular in 
medical applications and can be used for COVID-19 detection 
through the processing of X-ray and CT images [7-11].  

Ozturk et al. [7] presented a multi-classification system to 
classify COVID-19, healthy, and pneumonia cases using a 
deep learning model (DarkNet model) and chest X-ray 
images. The accuracy of the system was 87.02%.  Another 
multi-classification system was developed by Elasnaoui et al. 
[8] to classify coronavirus, COVID-19, bacterial pneumonia,
and normal cases. They used the deep learning model to
extract features from X-ray and CT images and the multilayer
perceptron to classify the images. They reached an accuracy
of 92.18%. Jain et al. [9] used different deep learning models
(VGG-16, DenceNet121, ResNet101, and ResNet18) to
extract features and classify COVID-19 from bacterial
pneumonia, viral pneumonia, and normal cases using chest
X-ray images. ResNet101 model resulted in the highest
accuracy of 98.93%. Barstugan et al. [10] used 150 abdominal
CT images of different sizes to detect COVID-19 from other
viral pneumonia types. They used five feature extraction
methods with the SVM classifier giving an accuracy of 99.6%.
Based on the domain extension transfer learning model,
different characterized features were extracted from chest
X-ray images by Basu et al. [11] to classify COVID-19,
pneumonia, other diseases, and normal cases. Their system
achieved an accuracy of 90.13%.

Although these imaging techniques play a vital role in 
controlling the COVID-19 pandemic and are accurate and 
large extent, they have many drawbacks. These techniques 
give the patient a dose of radiation, which has many hazards, 
especially for pregnant women. 

Hilan [12] presented a binary classification system based 
on extracting some features from complete genomic 
sequences to classify COVID-19, among other types of human 
coronaviruses. These features are used as input for different 
supervised classifiers. Their experimental results proposed 
that the decision tree achieved the highest accuracy of 93%.  

On the other hand, the reverse transcription-polymerase 
chain reaction (RT-PCR) test is the optimum approach for 
COVID-19 detection. However, the lack of resources and 
strict test environment requirements make it difficult to screen 
suspected cases quickly and effectively, especially when the 
patient population is large. Also, in some cases, RT-PCR 
examination results in false-negative rates [13, 14]. 

Recently, genomic signal processing (GSP) techniques are 
used for COVID-19 detection. They convert the genetic 
sequence from G (Guanine), A (Adenine), (Cytosine), and 
T (Thymine) characters into one dimensional vector using 
various mapping methods [15, 16].  
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Randhawa et al. [15] developed a system to classify 
SARSCoV-2, αCoV, βCoV, and δCoV cases using a GSP 
technique with machine learning models. The used models 
were SVM (using linear and quadratic kernels), KNN (Fine, 
and subspace), subspace discriminant, and linear discriminant 
analysis (LDA). They used 29 COVID-19 cases and 20 cases 
for each one of the other types. The LDA classifier achieved 
an accuracy of 100%. The main limitation of their approach is 
that they used δCoV genomes. However, the δCoV mainly 
infect bird hosts rather than human. Also, they used a small 
number of genome sequences in their research. Therefore, the 
system accuracy may decrease with large dataset size.  

Naeem et al. [16] proposed an approach to classify 
SARSCoV-2, MERSCoV, and SARSCoV-1 sequences using 
a GSP technique with two supervised classifiers. Seventy-six 
complete genomic sequences were used in their study for each 
type of human coronaviruses. Their system achieved an 
accuracy of 100% with the KNN classifier. The small number 
of genome sequences is the main limitation of their study. 

Nowadays, genomic image processing (GIP) techniques 
[17, 18] start to be used to detect different genetic diseases to 
avoid the drawbacks of the previously described diagnostic 
methods. GIP is an engineering field that has been defined as 
the processing of the images extracted from the genetic 
sequences using different mapping techniques to obtain 
biological knowledge and the translation of that knowledge 
into systems that have great consideration in the detection of 
the various genetic diseases [17-20]. Our approach mainly 
depends on employing a GIP technique with machine learning 
models. 

In this study, an effective automated system was 
developed to identify the three most dangerous epidemics 
(SARSCoV-2, MERSCoV, and SARSCoV-1) of humans that 
resulted in many deaths in the last two decades using a GIP 
technique. The remainder of the paper is organized as follows; 
Section II explains the database, the used genomic mapping 
technique, and the features that are extracted from the 
genomic images. Section III represents the results and the 
discussion of the proposed approach. Lastly, Section IV 
represents the paper’s conclusion and the future work. 

II. METHEDOLOGY 

A block diagram for the main stages of the proposed 
approach was shown in Fig.1. First, complete genomic 
sequences of the different viral diseases are downloaded. 
Second, the downloaded sequences are transformed into                    
a two-dimensional image using the gray level representation 
technique. Third, first-order features are extracted from the 
genomic images which are used to train and test different 
machine learning models based on the selected features. 
Finally, different effective parameters are used to evaluate the 
performance of the proposed approach. 

A. Dataset 

In this study, complete genomic sequences (about 30,000 
nucleotides) of human coronaviruses are downloaded from the 
National Center for Biotechnology Information (NCBI) [21] 
and Virus Pathogen Database and Analysis Resource (ViPR) 
[22] websites. We used 300, 258, 57 genome sequences of 
SARSCoV-2, MERSCoV, and SARSCoV-1 epidemics, 
respectively. We note that all available complete genomic 
sequences of human coronaviruses related to MERSCoV, and 
SARSCoV-1 epidemics are downloaded and used in the study. 

B. Genomic Mapping Technique 

The genomic mapping technique is the process that 
converts the DNA sequence from characters into a                        
two-dimensional image. In this paper, we used the single 
nucleotide gray level representation technique [18].  

The genomic image is created by converting the characters 
of the genetic sequence (A, T, C, and G) into numbers. The 
characters of the DNA sequence are represented by values that 
are equally spaced between the gray level values from 1 to 255 
for A, T, C, and G letters, respectively [18]. In this study, the 
image width is chosen to be 200 pixels. Therefore, the first 
200 characters of the sequence represent the first row of the 
image, the second 200 characters represent the second row, 
and so on till the last base in the sequence. In this way, the 
genetic sequence is converted to a grayscale image with                    
a width equal to 200 pixels, and with height changes according 
to the sequence length. The conversion of a COVID-19 
sequence (partial genome (1539 nucleotides)) from FASTA 
format to a genomic grayscale image was shown in Fig. 2.  

C. Feature Extraction and Selection 

First-order statistical features are estimated directly from 
the pixel’s values of the original image, regardless of the 
spatial relationship between them. The image is a function of 
two variables h, and w, where h represents the rows of the 
image, h=0, 1, 2, 3, …. X-1, X is the row length, while w 
represents the columns of the image, w=0, 1, 2, 3, …. Y-1, Y 
is the column length. The function has intensity values of                 
G = 0, 1, 2, …. T-1, where T is the number of intensity levels 
of the image [23].   

The histogram of each grey level H(G) is calculated by 
dividing the number of pixels with grey level (G) by the total 
number of image pixels (XY), as shown in the following 
equation [23]: 

�(�)  = ��	
�� � ������ ���ℎ ��������� (�)
���� ��	
�� � ������ (��)  (1) 

 

The first-order statistical features are extracted from the 
genomic images using various parameters, called the central 
moments that characterize the DNA sequences of the different 
viral diseases [23]. The most used central moments are the 
mean (µ), variance (µ�), skewness (µ ), kurtosis (µ!), and 
entropy (E) given by the following equations [23]: 

µ = " � �(�)
#$%

&'(
 (2) 

 )� = µ� = "(� − µ)� �(�)
#$%

&'(
 (3) 

µ =  )$ "(� − µ)  �(�)
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#$%
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Fig. 1. Block diagram of the proposed approach. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Fig.2. Conversion of a COVID-19 sequence from FASTA format into a genomic image using the gray level representation technique. 

 

The average intensity value of the image is the mean. The 
variance refers to the deviation of the grayscales from the 
mean. The skewness is a measure of image symmetry. The 
kurtosis is the histogram flatness. Finally, the entropy is a 
measure of the image’s randomness [18, 23, 24]. The feature 
vector (V) was designed using the previous parameters. 
Therefore, V is represented in the following manner: 

 
V = [µ, µ�, µ , µ!, E] (7) 

The one-way analysis of variance (ANOVA) test is used 
to estimate the significance of the extracted features among 
the different viral diseases. The statistically significant 
features have been used as an input to the classifiers. We used 
in this paper two classifiers which are KNN (K=1) and SVM 
(using linear kernel). A cross-validation of tenfold is used to 
split the dataset into ten train and test datasets, and the mean 
of twenty runs is reported to evaluate the performance of the 
proposed approach.  

III. RESULTS AND DISCUSSION 

All the work done in this paper is implemented on a laptop 
with a 2.5 GHz Intel Core i5 Processor and 16 GB RAM 
under Windows operating system. The conversion of genetic 
sequences into genomic images, feature extraction and 
selection, and classification process stages were performed 
under MATLAB - R2020a programming language.  

To evaluate the performance of the multi-class 
classification system, some evaluation parameters are 
calculated at a macro averaging level. These parameters are 
the accuracy (A), precision (P), sensitivity (Se), and 
specificity (Sp) given by the following equations [25]. The 
execution time of feature extraction and selection, and 
classification process stages was also estimated. 

 

   4 =
∑ ��6 7 ��6��6 7 ��6 7 8�6 7 8�6

96'%
:   �100   %  

(8) 

Used Database

•DNA sequences 

of the different 

viral diseases.

Genomic Mapping

Technqiue

•Gray level 

representation of 

single nucleotide.

Feature Extraction 

and Selection

•First-order features.

•ANOVA test.

Classification 

Process

•KNN classifier.

•SVM classifier.

System Evaluation

•Accuracy.

•Precision.

•Sensitivity.

•Specificty.

•Execution time.
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TABLE I.   RESULTS OF SVM AND KNN CLASSIFIERS. 

Evaluation Parameter SVM KNN 

A (%) 100 100 

P (%) 100 100 

Se (%) 100 100 

Sp (%) 100 100 

Execution Time (s) 19.95 10.93 
 

 

� =
∑ ��6��6 7 8�6

96'%
:     �100    % 

(9) 

 

>� =
∑ ��6��6 7 8�6  

96'%
:    �100    % 

(10) 

 

>� =
∑ ��6��6 7 8�6  96'%

:    �100    % (11) 

Where C is the number of classes (C=3), TN and TP 
represent the True Negative and True Positive values of 
correctly identified classes, respectively, and FN and FP 
represent the False Negative and False Positive values of 
incorrectly identified classes, respectively. 

The ANOVA test showed that all first-order features were 
statically significant (p-value <0.05). Therefore, all features 
were used to train and test the SVM and KNN classifiers. The 
system performance was reported in Table I.  

As shown from Table I, all the results of SVM and KNN 
classifiers are acceptable and satisfying, but the KNN results 
are perfect for the developed classification system in terms of 
obtaining the best efficient diagnosing technique with a short 
execution time. 

IV. CONCLUSIONS 

COVID-19 is a new βCoV pandemic that had infected 
over 226.84 million people worldwide, and killed over 4.66 
million, making it the most serious global health crisis since 
the 1918 influenza pandemic. The detection of SARSCoV-2 
epidemic, which is responsible for COVID-19 from other 
human viral epidemics, is a complicated issue because of their 
genetic similarity.  

In this study, an effective automated system was 
developed to detect human SARSCoV-2 epidemic among two 
types of human coronaviruses which are SARSCoV-1 and 
MERSCoV epidemics using a GIP technique with machine 
learning models. The proposed system can assist in the fast 
diagnosis of COVID-19 with reliable results achieving 100% 
accuracy while avoiding the drawbacks of the previously 
described diagnostic methods. In future work, we aim to 
develop a complete classification system to classify the 
SARSCoV-2 cases among the other six types of human 
coronaviruses, which are 229ECoV, NL63CoV, HKU1CoV, 
OC43CoV, SARSCoV-1, and MERSCoV. 
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