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Abstract—In modern communication networks, the integrity
of the security is of great importance, since the existence
of cyber attacks may lead to disastrous financial and social
consequences. The anomaly detection constitutes an essential part
of network security. This paper proposes a two-stage procedure
to provide a solution regarding the anomaly detection and threat
identification. The proposed method is suitable for modern com-
munication networks and upcoming smart networks. The first
stage of the method concerns the detection of abnormal incidents
and the second stage involves the identification of the type of
cyber threats, in case of an attack. The method based on the
development of artificial neural network models and the UNSW-
NB15 dataset is used to validate the proposed methodology. The
experimental results confirm that the proposed method identifies
all type of threats in comparison to the already known methods
that identify only the threats that appear frequently.

Index Terms—5G network, Anomaly Detection, Artificial neu-
ral network model, 5G security, IoT.

I. INTRODUCTION

The modern communication networks face new security
challenges due to their network design. They consist of
a mixture of different traffic types using various transport
technologies [28]. The Internet of Things (IoT) and the 5G
networks joined the modern communication networks.

The new enabled developments related to the IoT, the smart
cities and the smart devices interact automatically with the
physical world and constitute networks vulnerable to more and
new threats [6]. The 5G networks challenge with similar issues
since their usage expected to bring revolutionary changes in
the information and communication technology field because
they aim to provide very high user data rate, higher mobile
data volume per geographical area, superfast bandwidth speed
and connections that are more reliable [1].

In this study, we develop an efficient method of network
anomaly detection on modern communication networks. We
illustrate the usage of this method in the IoT and in the
5G networks. The development of our approach is of great
importance because it aims to maintain the integrity of the
security in the networks by detecting malicious attacks and
identifying the type of attack. The existence of cyber attacks,

can severe financial and social consequences, as well as the
endangerment of privacy and human lives [2], [3], [4].

The main contribution of this study is the detection of
all type of network attacks, in comparison with the methods
that already exist on network anomaly detection [12], [13].
The proposed method based on the usage of artificial neural
networks (ANNs) models. The ANNs are one of the most
capable Artificial Intelligence (AI) tools for solving very
complex problems in the area of AI. The ANNs are inspired by
the biological neural networks, and they can develop compu-
tational models that aim to approach performance comparable
to that of the brain.

This study proposes the usage of ANNs models as an
anomaly-based intrusion detection system. The Intrusion De-
tection System (IDS) is an efficient approach for protecting
wireless communications in modern networks. The IDS exam-
ines the communication traffic taking place in a network and
generates reports to the management system by differentiating
the malicious behaviour [14]. The network-based IDSs are
grouped into five basic categories as follow: the signature-
based detection (SBD), the anomaly-based detection (ABD),
the specification-based detection (SPBD), the stateful protocol
analysis detection (SPAD), and the hybrid intrusion detection
[5].

The ABD system identifies possible differences between
the target events and the predefined normal transmissions.
The comparison can determine whether there is a partition
between usual and unusual behaviours, considering the ab-
normal behaviour as an active or potential attack, which
depends on the level of differences. Three main techniques
are commonly used for this comparison, the statistical-based,
the knowledge-based, and the machine learning techniques.
The development of the machine learning techniques in an
IDS creates a model which based on a training dataset that
contains a collection of data instances, each instance of the
dataset is described using a set of features [7]. Several machine
learning-based schemes have been applied to IDS [8], [9]. The
most important techniques are the Artificial neural networks
(ANN), the Bayesian networks, the Markov models, the Fuzzy



logic techniques, the Genetic algorithms, Clustering - outlier
detection and Data mining.

The rest of this paper organized as follow; the second
section contains the literature review concerning the usage
of machine learning techniques for anomaly detection and
multiclass classification that leads to identification of the
type of threats. The third section includes the description of
the proposed methodology. The validation of the proposed
method obtained from the usage of the UNSW-NB15 dataset
is described in the fourth section. The fifth section provides
a comparative evaluation of the proposed method with the
methods that already exist in literature. Finally, the last section
contains the conclusion and the contribution of the proposed
methodology.

II. RELATED WORK – MOTIVATION

The importance of security in modern communication net-
works enforces scientific research towards the anomaly detec-
tion and classification of cyber threats. Considering technolo-
gies such as Software-defined networking (SDN), IoT and 5G
networks, new security aspects are expected [16].

Many researchers have highlighted the importance of secu-
rity in modern communication networks and especially in the
IoT. Becara et al., [25] presented a theoretical overview of
the security issues and challenges for the IoT. Cyber attacks
constitute an essential security issue, that should be arranged,
taking into consideration the scalability and the mobility of
the modern network. Zarpelao et al., [29] provide extensive
literature research for the importance of security tools in IoT.
They conclude that the investigation of different detection
methods and the improvement of security of the alert traffic
constitute main issues for future research.

The validation of the several methods that proposed by
researchers to identify, detect and mitigate the attacks in the
next-generation networks methods based on testbed measure-
ments [11], [13], [16], on existing labeled datasets (e.g the
KDD99 dataset, the CTU dataset) [12], [15] and on randomly
generated features [10].

The proposed techniques that used for anomaly detection
vary. However, deep learning techniques seem to gain more
ground. In this respect, Maimo et al., [10] propose a 5G
oriented architecture to identify cyber threats in 5G mobile
networks by making use of deep learning techniques. They use
an architecture that arranges the anomaly detection based on
two modules. The first module classifies the behaviour either
as normal or abnormal, and the second module describes a
symptom sequence classification problem. Their work is not
interested in the accuracy of the detection mechanism, but
exclusively in the execution time. Besides, they do not make
use of existing labelled datasets and the features generated
randomly. The botnets draw special attention, since the con-
sidered as possible cyberthreats for the 5G networks. Maimo
et al., [12] based on the CTU dataset, which constitutes of
real botnet attacks and propose an architecture based machine-
learning models. Santos et al., [13] present an anomaly de-
tection solution for smart city applications based on low-

power fog computing solutions. Sohal et al., [19] propose a
cybersecurity framework that uses Markov model, IDS, and
virtual Honeypots to identify malicious edge devices in fog
computing environments. Li et al [15] propose IDS methods
using the KDD99 dataset. They use random forest to select a
subset of typical traffic features and classify network flows
by combining K-Mean and Adaboost algorithm. Nawir et
al., [20] compare three types of machine learning algorithms
to determine the performance in terms of classification rate
and processing time. They conclude that the average one
dependence estimation (AODE) is an effective and efficient
classifier for network detection of binary classification in
comparison with Bayesian Network and Naive Bayes.

An important extension of anomaly detection is the multi-
class classification that aims to specify which is a certain type
of threat in case of an attack. In this respect, Tchakoucht et al.,
[21] proposed a recurrent neural network the Multilayerd echo-
state machine (ML-ESM) to model intrusion detection and to
develop binary and multilabel classification. They assess the
proposed model on three datasets; the KDD99, the NSL-KDD
and the UNSW-NB15 dataset and they measured the corre-
sponded performance. They conclude that the performance is
high if the dataset classifies the attack into a small number
of categories. Moreover, it is noted that as the number of
categories increases the performance of the method becomes
poor, and it can not detect threats that they rarely appear.
Baig et al., [22] propose a cascade structure of ANN that
aims to divide the incidents into smaller sub-classes and then
combine the solutions to form a classifier. They also conclude
that they have successfully suggested an intrusion detection
method but their proposal can not identify attacks that they
rarely occur. Catac, [23] proposes a two-stage classification
technique for the detection of malicious network flow. The
proposed method assumes a two-stage model. In the first stage,
the model decides whether the flow is malicious or not and
in the second stage, it extracts the class of the network flow.
The random forest, the decision tree, the neural network and
the Adaboost developed as different classifiers, and the results
regarding the precision and the recall presented.

In this study we examine the development of ANN models
for the network anomaly detection and for the threat identifi-
cation. Inspired by the work of Maimo et al., [12], that aims
to detect cyberthreats in 5G networks and from the work of
Tchakoucht et al., [21] and Catac, [23] that purpose methods
for multilabel classification. The UNSW-NB15 is used to
validate the proposed method. This dataset generates modern
normal activities and attack behaviors from the network traffic.
The current normal traffic proved that is different from the
existing traffic described in datasets (e.g. KDD99) which were
created two decades ago [18] and contains multitude threats
in comparison to the CTU dataset [12].

III. METHOD DESCRIPTION

The aim of the proposed methodology is twofold; its
objective is anomaly detection and the identification of the
type of cyber threats. The architecture of the methodology is



Figure 1. The Architecture of the proposed methodology that consist of three
parts: the feature extraction part, the anomaly detection part that obtains from
the usage of one ANN model and the Threat identification part that obtains
from the usage of different ANN models per type of attack

depicted in Figure 1 and consists of three main parts: the first
part is the feature extraction part, the second concerns the
part of anomaly detection, and the third is the part of threat
identification.

A. Feature extraction

The feature extraction part is based on statistical methods
and aims to minimize the demanded number of features that
set the input variables of the ANNs models, which will be
used in the next parts of the procedure.

The selection of fewer features is of great importance
because it accelerates the data analysis process. More specifi-
cally, the usage of fewer features leads to the reduction of large
data volume that arises in modern communication networks.
The feature reduction makes also quicker the training process
that will set the first step to a more reliable network. Kwon
et al. [26] highlight the advantages of feature selection. More
specific, they claim that the feature selection part reduces the
dimensionality of the feature space, speed up the learning
algorithm and improve the comprehensibility of the learning
results.

The proposed methodology aims to identify the correlation
between two or more features. The absolute value of the coeffi-
cient correlation is to set the criterion for the feature selection.
In case that two or more features are highly correlated, then
the value of one can predict the value of the other. We assume
that we can select only one feature from those that are highly
correlated since no extra benefit arises from the use of the
others to the model.

Let us suppose that q is the number of the features which are
calculated for n different samples and the xij denotes the value
of the j feature that belongs to the i sample, where i=1,2,..,n
and j=1,2,..q. The Xj = (x1j , x2j , ..., xnj) is the vector that
contains the values for the j feature across n samples and the
Xj denotes the mean value of the Xj .

Assuming that ρ(Xµ, Xλ) denotes the coefficient of cor-
relation for two features Xµ and Xλ we examine the value
of the coefficient. In case that the value of the coefficient of
correlation ρ(Xµ, Xλ) is close to one, then the features Xµ

and Xλ are denoted as high correlated, the value of Xµ feature
can predict the value of Xλ and only one of them will be
chosen as input of the ANN model.

B. Anomaly detection

The second step of the procedure concerns the part of
anomaly detection that will be developed by the usage of
an ANN model. The ANNs are computational algorithms
that intend to simulate the behaviour of biological systems
composed by neurons. In this study, the ANN is used as a
method to detect network attacks. Each ANN contains three
type of layers, the input layer, the hidden layers and the output
layer.

The input layer receives as input the values of the selected
features which have obtained from the extraction process.

The hidden layers, apply given transformation to the values
of the hidden layers via a procedure of weighted connections.
The weights between the hidden layers of the ANN in this
study will be the output of the Sigmoid activation function
calculated from equation (1),

f(x) =
1

1 + ex
(1)

The output layer receives the values that obtain from the
hidden layers and returns an output value that corresponds
to the prediction of the incident. In this study, the output of
the model is binary and discriminates the incidents either as
normal or abnormal. The binary classification set the basis to
filter the abnormal incidents which are used in the third step
of the procedure.

The main reason that the ANN models have been chosen in
the current method is that there are plenty of disadvantages
to other machine learning techniques that could affect the
performance of modern communication networks. Hodo et
al., [27] present an analytical comparison of the machine
learning techniques. They conclude that the Bayesian network
is responsible for slow classification in case that the datasets
have many features. The genetic algorithm, although that can
solve optimization problems during the classification process,
it gets stuck in local optima. The main disadvantages of the
support vector machine are the difficulty in the selection of
the kernel function, the slow training and the requirement of
enough memory space. They also claimed that the K-nearest
neighbour is more time-consuming in training, it requires large
memory space and it is computationally complex since it
takes into consideration all of the training samples. Moreover,
they have also noticed similar disadvantages in the machine
learning techniques such as decision tree the fuzzy logic
and the K-means algorithm. The above disadvantages are in
contradiction to the envisions of the modern networks and
IoT which are related with high user data rate, the super-
fast bandwidth speed and the high mobile data volume per
geographical area. Moreover, the ANNs gain a considerable
interest since they can handle noisy data with high accuracy
and high computational speed [27].



C. Threat identification

The third step of the procedure, aims to identify which is
the type of threats for the abnormal incidents. The second
part of the methodology is like a filter that distinguishes the
abnormal from the normal traffic. In this part of the procedure,
we choose only abnormal incidents and their corresponding
features. Due to the high frequency of the normal incidents, we
exclude them to avoid the creation of an imbalanced dataset.
Recent surveys [23] proved that it is very difficult to detect all
the types of attacks with high accuracy using only one classi-
fier. The development of a multiclass classification model, lead
to the luck of detection of attacks which rarely appear. The
proposed method based on the idea to develop different models
per type of attack. Let us assume that there are k-classes that
represent the type of attacks denoted Ω = {ω1, ω2, ..., ωk}.
Each object belongs to one of the k-classes. The “one to rest”
[24] voting strategy described by expression (2), is used for
developing k different samples.

fi(x) =

{
1 if x ∈ ωi, ∀ωi ∈ Ω,

0 if x ∈ ωj , ∀ωj ∈ Ω− {ωi}
(2)

For each of these samples “1” is mapped if the object
belongs to the corresponding class and “0” if the object
belongs to the remaining k-1 classes. K separate ANN models
developed as k separate classifiers, in a similar way as de-
scribed in the Section III.B, and used to identify whether an
incident belongs to a certain type of attack or not.

The accuracy, the precision and the recall are the metrics
that will measure the efficiency of the proposed models and
they are commonly used to compare the results of the usage
of different methods.

IV. EXPERIMENTS

The validation of the proposed methodology based on the
usage of UNSW-NB15 dataset [18]. The UNSW-NB15 dataset
provides the trainset and the testset that can be used for the
experimental evalutation. We choose this dataset because it
describes the current network traffic and it is not deteriorated
in certain types of attacks, such as the CTU dataset, that
contains only the botnets. The revolution in network speed
and applications, demands the network traffic described by
these datasets completely different compared to those of older
datasets such as KDD99, proposed two decades ago. The
developing and evaluation of the ANN models based on the
python libraries Keras and Tensorflow. The available processor
was Intel(R) Core(TM) i5-7600CPU @3.50GHz.

A. Description of the Dataset

The UNSW-NB15 dataset generates a hybrid of realistic
modern normal activities and the synthetic contemporary
attack behavior from the network traffic [18]. It is a new
benchmark dataset for evaluating network IDS, which containd
the following types of attacks: Fuzzers, Analysis, Backdoors,
DoS, Exploits, Generics, Reconnaissance, Shellcodes and
Worms. The Table I, describes the distribution of the incidents

contained on the UNSW-NB15 dataset. The majority of the
incidents (87.3%) have normal behavior. Generic is the type
of attack that has the higher frequency (8.48%) and worms are
the type of attack that have the least frequency (0.007%).

Table I
DESCRIPTION OF THE FREQUENCY AND THE PERCENTAGE (%) OF

NORMAL CONNECTIONS AND OF DIFFERENT TYPE OF ATTACKS LEAD TO
THE DISTRIBUTION OF THE UNSW-NB15 DATASET

Type of attack Frequency Percent
Normal 1,218,760 87.351
Fuzzers 24,246 0.955
Analysis 2,677 0.105
Backdoors 2,329 0.092
DoS 16,353 0.644
Exploits 44,525 1.753
Generic 215,481 8.483
Reconnaisance 13,987 0.551
Shellcode 1,511 0.059
Worms 174 0.007
Total 2,000,000 100

B. Feature extraction

The UNSW-NB15 dataset consists of 45 features, which
belong into 5 categories: the flow features, the basic features,
the content features, the time features and the additional
generated features.

We assume the absolute value of the coefficient correlation
is the criterion to select the most suitable among the numerical
features of the dataset. Based on the correlation matrix for all
the selected features the Table II, concludes the selected and
the corresponded excluded features.

More specific, the feature that measures “the number of
source to destination packets” is highly correlated with the
features that measures “the source to destination transaction
bytes” (ρ=0, 96) and with the feature that measures “the num-
ber of source packets retransmitted or dropped” (ρ=0, 9711)
therefore the “the number of source to destination packets”
is selected since can replace the other features which are
extracted. Following the same procedure “the number of
destination to source packets” replace the “the destination to
source transaction bytes” and the “the number of destination
packets retransmitted or dropped” since the values of the
coefficient of correlation are (ρ =0.9719) and (ρ =0.9786)
respectively. Table II describes in details all the selected and
the extracted features that obtained from the correlation matrix.
The features that are not included in this table either as selected
or as included, are accepted as selected features.

The usage of less features lead to the reduction of large data
volume and make quicker the training and detection process.
In order to check how the number of features affect the training
and the detection process we calculate the elapsed time for this
procedure assuming a specific ANN. The elapsed time for an
ANN that use 41 features as input layer in comparison to an
ANN that has input 26 features is bigger, while the number of
training samples increase. The figure 2 describes the difference
between mean elapsed time of an ANN that has 41 features
as inputs and for exactly the same ANN that uses 25 features



Table II
DESCRIPTION OF THE SELECTED AND THE CORRESPONDED EXCLUDED

FEATURES OF THE UNSW-NB15 DATASET BASED ON THE VALUE OF
COEFFICIENT OF CORRELATION. IF THE VALUE OF COEFFICIENTS OF

CORRELATION FOR TWO FEATURES IS CLOSE TO 1, THEN THE FEATURES
ARE HIGHLY CORRELATED AND THE EXCLUDED FEATURES CAN BE

REPLACED BY THE SELECTED.

Selected features Excluded features ρ
Source to destination packet Source to destination trans-

action bytes
0.9637

Source packets retransmit-
ted or dropped

0.9711

Destination to source packet Destination to source trans-
action bytes

0.9719

Destination packets retrans-
mitted or dropped

0.9786

Source interpacket arrival
time (mSec)

If source and destination
IP addresses equal and port
numbers are equal or not

0.9413

Source TCP window adver-
tisement value

Destination TCP window
advertisement value

0.9901

TCP connection setup time,
time between the syn and
the synack

TCP connection setup
roundtrip time, the sum of
synack and ackdat

0.9495

No of connections of the
same source address and
destination port

No. of connections that con-
tain the same service and
source address

0.8660

No. of connections of the
same destination address.

0.9603

No of connections of the
same destination address
and the source port

0.9068

No of connections of the
same source and the desti-
nation address

0.8699

No. of connections of the
same source address

0.8974

No. of connections that con-
tain the same service and
destination address

0.8685

as inputs. The feature reduction proves that the elapsed time
is reduced as the number of training samples increases from
30000 to 80000 samples (Figure 2).

C. Anomaly detection - Threat identification

The selected features of the UNSW-NB15 dataset consist
the inputs to develop an ANN model for the network anomaly
detection. This model treats like a filter that discriminates
the abnormal from the normal incidents. The ANN model
consists of seven hidden layers 52, 26, 16, 14, 4, 2, 2 nodes
respectively. The input layer has 25 nodes, the output layer
that leads to the binary classification consists of one node and
the model has been trained for 45 epochs. The accuracy of the
ANN model is 81.9%, the precision and the recall are 83.9%
and 90.78% respectively.

Based on the threat identification process, that is described
in the second part of the proposed methodology, we assume
only the abnormal incidents. Then nine ANN models were
developed separately from each other, so that each model
concerns only a specific type of attack. The selection of the
number of layers, the number of nodes and the number of
epochs obtained as a result of many experiments. We carried

Figure 2. Comparison of the mean elapsed time (in sec) between the ANN
that has 41 features as inputs and for the same ANN that uses 25 features as
inputs. This figure depicts the reduction of the elapsed time while the training
samples ranges from 30000 to 80000.

out different combinations of layers, nodes and epochs and the
architecture of models that presented Table III are the ones that
show the best performance in terms of accuracy and precision.

The Table III, provides the number of layers and the
corresponded nodes and the number of epochs for each model.

Table III
DESCRIPTION OF THE ARCHITECTURE AND THE VALUES THAT MEASURES
THE EFFICIENCY OF THE ANN MODELS WHICH DEVELOPED SEPARATELY
FOR EACH TYPE OF ATTACK. THE DESCRIPTION OF THE ARCHITECTURE
CONTAINS THE NUMBER OF LAYERS AND THE CORRESPONDED NUMBER

OF NODES AND THE NUMBER OF EPOCHS.

Type of
attack

Number
of layers

Number of nodes per Layer Epochs

Analysis 6 (25-300-100-50-25-1) 81
Backdoors 8 (25-75-50-25-15-10-5-1) 500
DoS 3 (25-1000-1) 1000
Exploits 4 (25-600-300-1) 30
Fuzzers 9 (25-175-125-100-50-20-10-5-1) 26
Generic 7 (25-50-25-20-10-2-1) 150
Recon. 5 (25-1000-550-550-1) 125
Shellcode 6 (25-500-500-500-400-1) 250
Worms 5 (25-1000-500-500-1) 200

The calculated precision and accuracy diverse among the
different ANN models due to the existence of imbalance
among the classes of the dataset. The ANN model associated
to the DoS attack has the highest precision 100% and on the
other hand the ANN model associated to the Worm attack has
the lower precision 25% due to lack of a large number of
Worm incidents. The The ANN model associated to the DoS
attack has also the highest accuracy 90.90% and on the other
hand the ANN model associated to the Shellcode attack has
the lower accuracy 51.25% due to lack of a large number of
Worm incidents. The results of the accuracy and precision for
each ANN model depicted in Table IV.

The Roc curves described in Figure 3 illustrates the ability
of the detection for each model. The Area Under Curve (AUC)
for each type of attack is also a performance measurement for
classification problem and denotes the capability of the models



Table IV
DESCRIPTION OF THE ACCURACY AND THE PRECISION FOR THE ANN

MODELS WHICH DEVELOPED SEPARATELY FOR EACH TYPE OF ATTACK.

Attack Accuracy Precision
Analysis 63.12% 58.33%
Backdoors 64.57% 60.88%
DoS 90.90% 100.0%
Exploits 71.79% 50.04%
Fuzzers 81.37% 89.16%
Generic 73.11% 61.14%
Recon. 59.27% 41.03%
Shellcode 51.25% 51.20%
Worms 87.83% 25.00%

to distinguish the incidents between classes. A value of the
AUC close to 1 denotes that the performance of the specific
model regarding the classification procedure is very good.
Calculating the AUC for each type of threats the Analysis
type of attack have 0.653, the Backdoors 0.639, the DoS 0.553,
the Exploits 0.698, the Fuzzers 0.861, the Generic 0.762, the
Reconnaissance 0.511, the Shellcode 0.536 and the AUC for
Worms is 0.797.

V. COMPARATIVE EVALUATION

This section contains the comparative evaluation of the
experimental results. The comparison concerns the results of
the proposed method the results of the methods that are already
available in the literature. It takes into account mainly the
methods that based on the ANN models for the multiclassi-
fication procedure but it is also exceeded to other classifiers
such Decision Tree (DT), Random Forest (RF) and AdaBoost
(AB) classifiers. We assume for this procedure the studies that
validate their methodology with the UNSW-NB15 dataset as
well.

Comparing the methods that use ANN-based models we
conclude that the proposed method is superior because it can

Figure 3. The Roc curve per each type of attack illustrates the ability of the
detection for each ANN model. The Area Under Curve denotes the capability
of the each model to distinguish the incidents between the classes of the model

detect all the types of attack. Even if there are some attacks
that are detected with low precision it set the basis to indentify
all the type of attacks in modern communication networks. The
multiclassification methods that have been used so far divided
into those methods that use ANN-based models and to the
methods that use other classifiers such DT, the RF and the
AB classifiers. Catac [23], Tchakouht et al., [21] and Baig et
al., [22] proposed multiclassification methods that use ANN-
based models. The results of their methodsprove that is very
difficult to detect all the type of attacks especially those that
they rarely appear such as Analysis, Backdoors, Shellcodes
and Worms due to lack of information that associated to them.
In the table V are presented the comparison of the precision
and recall between the experimental results and the results that
arisen from the literature [23], [21], [22]. Since the precision
and recall have been used as the measures of efficiency from
the state of the art methods we calculate the same measures
to obtain a sufficient comparison. The highest values of the
precision or recall is denoted as bold in the table V for each
type of attack.

Table V
COMPARISON OF THE EXPERIMENTAL RESULTS IN TERMS OF PRECISION
(AND RECALL) THAT OBTAIN FROM THE PROPOSED METHOD WITH THE
EXPERIMENTAL RESULTS THAT OBTAIN FROM THE STATE OF THE ART
METHODS AND BASED ON ARTIFICIAL NEURAL NETWORKS (ANN),

DECISION TREE (DT), RANDOM FOREST (RF) AND ADABOOST (AB)
CLASSIFIERS

Proposed
method
(%)

ANN
[23]
(%)

ANN
[21]
(%)

ANN
[22]
(%)

DT
[23]
(%)

RF
[23]
(%)

AB
[23]
(%)

Classification
per attack
Analysis 58.33

(75.47)
NA
(NA)

0.21
(0.14)

0.0
(0.0)

NA
(NA)

NA
(NA)

NA
(NA)

Backdoors 60.88
(83.76)

0.0?
(0.0)?

0.0?
(0.0)?

0.0?
(0.0)?

0.0?
(0.0)?

0.0?
(0.0)?

0.0?
(0.0)?

DoS 100.0
(0.15)

27
(6.0)

30
(49)

6.25
(0.02)

100
(0.0)?

100
(0.0)?

32
(49)

Exploits 50.04
(61.40)

62
(84)

65
(69)

31.58
(56.93)

54
(94)

54
(94)

59
(62)

Fuzzers 89.16
(76.04)

5.0
(63)

33
(75)

0.0?
(0.0)?

77
(79)

77
(79)

78
(52)

Generic 61.14
(97.15)

49
(39)

99
(96)

90.81
(97.81)

100
(97)

100
(97)

98
(97)

Recon. 41.03
(97.42)

7.0
(0.0)?

20
(0.028)

40.45
(33.74)

91
(60)

91
(60)

65
(74)

Shellcode 51.20
(85.27)

0.0?
(0.0)?

5
(16)

0.0?
(0.0)?

0.0?
(0.0)?

0.0?
(0.0)?

26
(5.0)

Worms 25
(8.33)

0.0?
(0.0)?

50
(0.02)

0.0?
(0.0)?

0.0?
(0.0)?

0.0?
(0.0)?

0.0?
(0.0)?

Classification
binary

83.9
(90.78)

75
(2.0)

NA
(NA)

86.74
(93.3)

92
(99)

98
(98)

95
(96)

? based on the state of the art [21], [22], [23].

Based on the state of the art results the values for the
precision and recall per type of attack for the ANN model
that is proposed by Catac, [23] are 27% and 6% for the DoS
attacks, 62% and 84% for the Exploits, 5% and 63% for the
Fuzzers, 49% and 39% for the Generic and 7% and 0% for
the Reconnaissance respectively. The Analysis, the Backdoors,
the Shellcodes and the Worms type of attacks are not detected



from the model proposed by Catac.
Similar are also the results that obtain from the model of

Tchakoucht et al., [21]. The values of the precision and recall
per type of attack of the ANN model are 0.2% and 0.14%
for the Analysis attacks 30% and 49% for the DoS, 65% and
69% for the Exploits, 33% and 75% for the Fuzzers, 99% and
96% for the Generic, 20% and 0.02% for the Reconnaissance,
5% and 16% for the Shellcodes and 50% and 0.02% for the
Worms respectively. The Backdoors are not detected by the
aforementioned model.

Finally, the outcomes obtain from the model proposed by
Baig et al., [22]. The values of the precision and recall per
type of attack of the ANN model are 6.25% and 0.02% for
the DoS attacks, 31.58% and 56.93% for the Exploits, 90.1%
and 97.81% for the Generic, 33.74% and 40.45% for the
Reconnaissance respectively. The Analysis, the Backdoors, the
Fuzzers, the Shellcodes and the Worms are not detected from
the ANN model proposed by Baig et al.

The comparison of the experimental results proves that the
proposed method is superior in terms of the classification to all
type of attacks (Figure 4.). More specifically, the ANN-based
model proposed by Catak, [23] can not detect the Analysis, the
Backdoors, the Reconnaissaince, the Shellcode and the Worms
type of attacks. The ANN-basd model proposed by Tchakoucht
et al.,[21] can not detect the Backdoors type of attack and the
ANN-based model proposed by Baig et al., [22] can not detect
the Analysis, the Backdoor, the Fuzzers, the Shellcode and
the Worms type of attack.The values of the precision for the
Exploits, Generic and Reconnaisance are lower in the proposed
method in comparison with other methods. In current research
the primary aim is to provide a method that can detect all type
of attacks, that is the reason that more measures like F1-score
that provide information regarding the balance between the
precision and recall are omitted.

The existence of imbalanced classes is an issue that affects
not only the usage of ANN models but the usage of other

Figure 4. Comparison of the precision between the proposed and the State of
the Art methods that use ANN-based models and the UNSW-NB15 dataset

Figure 5. Comparison of the precision between the proposed method and the
State of the Art methods that based on the Decision Tree, the Random forest
and the Ada boost classifier

classifiers as well. The DT, the RF and the AB are not also
detect attacks that they rarely appear [23].

Comparing the experimental results of the proposed method
with the experimental results that use the same dataset in
the state of the art and based on the DT, the RF and the
AB classifier the proposed method is superior in terms of
classification per attack as well (Figure 5.). The DT and the
RF classifiers are not detect the Analysis, the Backdoors, the
Shellcodes and the Worms type of attacks. The AB classifier
can not detect the Analysis, the Backdoors and the Worms type
of attack. Finally in terms of of binary classification, the RF
classifier detects with higher precision and recall the abnormal
incidents from the normal. The advantage of the RF classifier
is not exceed in case of the classification per attack since it
can not detect all type of threats in case of abnormal incidents.

More specific, the values of the precision and recall per
type of attack of using a DT classifier as proposed by Catac,
[23] are 100% and 0% for the DoS attacks, 54% and 94% for
the Exploits, 77% and 79% for the Fuzzers, 100% and 97%
for the Generic and 91% and 60% for the Reconnaissance
respectively. The Analysis, the Backdoors, the Shellcodes and
the Worms are not detected from the model that obtained from
the DT classifier. The same exactly are the results that obtain
from the usage of the RF classifier the values of the precision
and recall per type of attack are 100% and 0% for the DoS
attacks, 54% and 94% for the Exploits, 77% and 79% for
the Fuzzers, 100% and 97% for the Generic and 91% and
60% for the Reconnaissance and 26% for the Shellcodes. The
Analysis, the Backdoors and the Worms are not detected from
the model that obtained from the RF classifier [23]. The AB
classifier leads to similar results as well since the Analysis,
Backdoors and Worms type of attacks are not detected from
the model that obtained from the AB classifier [23].



VI. CONCLUSIONS

In this study, we developed a method for anomaly detection
and for the threat classification in modern communication
networks. The proposed method concerns a two stages pro-
cedure that uses ANN-based models. In the first part of the
method we proposed an effective process that assumes the
coefficient of correlation as the measure to reduce the number
of features that demanded in the training procedure of the
ANN model. Comparing the mean elapsed time before and
after the feature extraction process, we noticed that there is
significant reduction. The reduction of the mean elapsed time
validates the effectiveness of the feature extraction process.
The feature extraction part of the methodology sets the first
step for the analysis of the large volume of data that expected
in modern communication networks such as IoT and 5G net-
works. An important contribution of the proposed method cited
in the second part of the methodology, where we proposed the
usage of ANN models for the network anomaly detection and
to identify the type of threats for the corresponded attacks.
The main contribution of this part is that it set the basis to
identify all the type of attacks. The proposed method deals
effectively with the problem of the large volume of data and
uses the ANN model that provide high computational speed
to modern communication networks. We have also verified the
above results based on the UNSW-NB15 dataset that contains
modern type of attacks. In the future research, our aim is to
improve the performance of the proposed models in terms of
the precision and the recall and to develop with high accuracy
detection that would have the inability to identify unknown
type of attacks as well.
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