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Summary

The breakthrough in wireless technologies and the tendency to be permanently connected
have made wireless communications a fundamental aspect of daily life. The past few years have
witnessed an explosion in high quality multimedia contents and a change in the consumption
patterns of end users, who are increasingly using mobile devices equipped with IEEE 802.11
interfaces [4]. This fact, combined with the simplicity, low cost and multimedia support of the
IEEE 802.11 standard, have led Wi-Fi networks to prevail on the market and have created
new challenges in network performance and user experience.

The emergence of platforms such as Netflix or Youtube has increased the popularity of
multimedia content distribution. However, the original IEEE 802.11 standard was not de-
signed to support voice and video services. These services have a large impact in terms of
throughput, latency and jitter on the quality perceived by users if not handled adequately.
Therefore, effective Quality of Service (QoS) mechanisms are required. The IEEE 802.11e
amendment [5] presented traffic differentiation capabilities by introducing Enhanced Dis-
tributed Channel Access (EDCA) as a new channel access method capable of classifying and
prioritizing the traffic. Despite the benefits provided by this amendment, the performance of
voice and video transmissions is not meeting expected standards, especially as the network
load increases, and mobility and scalability aspects are involved.

QoS issues in Wi-Fi networks also arise due to interference between the access points.
Although the use of the unlicensed spectrum greatly simplifies the deployment of this type of
networks, it makes them extremely vulnerable to interference, collision problems and perfor-
mance drops. Moreover, especially in large scale deployments, the inappropriate distribution
of the users across the Access Points (APs) contributes to overloading some parts of the
network while others are idle. As a result, inefficient resource assignment causes collision
problems and greatly impairs the user experience.

The difficulty of providing QoS support increases in the case of multicast traffic. This
type of transmission provides an efficient communication mode when the content must be
simultaneously delivered to several users, as is the case of scenarios such as social and sports
events, conferences and educational courses. Nevertheless, multicast transmissions in 802.11
networks face serious reliability and scalability problems due to the lack of acknowledgments
and retransmissions. For this reason, the standard recommends the use of basic data rates,
hence making the channel occupied for longer periods and affecting other network services.
With the purpose of solving these problems, the IEEE 802.11aa amendment [6] introduces a
set of retransmission policies to provide robust audio and video services in multicast mode.
Despite these efforts, multicast rate selection and scalability problems are still important
issues which remain to be solved.

Addressing the underlying shortcomings requires the introduction of major improvements.
Nevertheless, the rigidity of the traditional network architecture, the increase in the size of
the deployments and the coexistence of network devices from different manufacturers hinder
this task. Software Defined Networking (SDN) has emerged as a new paradigm that is able
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to reshape the network infrastructure by decoupling the control from the data plane. In
this regard, the hardware abstraction provided for applications and network services makes
network control fully programmable and allows it to shift network intelligence to a logically
centralized controller that maintains a global view of the network. As a result, network
management and the introduction of new solutions are greatly simplified.

In this Doctoral Thesis we explore multimedia content distribution over IEEE 802.11
networks. On the one hand, data mining and machine learning techniques are crucial in
finding traffic patterns, which makes it possible to identify the most important determinants
in the performance and QoS level of voice and video services. On the other hand, SDN
enables a global vision of the network status, which is exploited to perform flexible and
efficient resource allocation and to improve the performance of multicast communications.

In order to tackle the existing difficulties, this Doctoral Thesis presents three main ap-
proaches with the aim of improving the aspects affecting the transmission of multimedia
applications. First, we endeavour to enhance the QoS level in 802.11 by improving the ca-
pabilities of EDCA. In this context, machine learning models are used to design a dynamic
prediction scheme for the medium access parameters in EDCA. However, despite the gains
achieved, and due to the difficulty of introducing new standard-compliant solutions in the
MAC layer, there is still room for improvement in terms of throughput and collision reduc-
tion. In view of this, the second approach of the Thesis relies on the SDN paradigm to
provide efficient radio resource management through adaptive channel assignment and traffic
distribution methods. The last part of the Thesis seeks to address the shortcomings found
in multicast multimedia transmissions. To this end, similarly to the previous case, an inte-
gral SDN-based solution is proposed to adapt the multicast rate transmission. Building on
the rate selection algorithm, the inherent problems of the multicast transmissions are further
addressed. First, a new scheme is introduced to enable seamless user mobility between the
access points and select accordingly the transmission rate. Finally, an approach for efficiently
managing multiple simultaneous multicast services is presented.
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Resumen

El avance de las tecnologías inalámbricas y la tendencia a estar permanentemente conec-
tados han convertido las comunicaciones inalámbricas en un aspecto fundamental en nuestra
vida diaria. En los últimos años se ha producido una explosión de contenidos multimedia en
alta definición y un cambio en los patrones de consumo de los usuarios, que cada vez más tien-
den al uso de dispositivos móviles, habitualmente equipados con interfaces IEEE 802.11 [4].
Este hecho, unido a la simplicidad, bajo coste y soporte multimedia del estándar IEEE 802.11,
han llevado a las redes Wi-Fi a imponerse en el mercado y han abierto nuevos desafíos para
mejorar el rendimiento y la experiencia del usuario.

El éxito de plataformas como Netflix y Youtube ha aumentado la popularidad de la distri-
bución de contenidos multimedia. Sin embargo, el estándar IEEE 802.11 no fue originalmente
diseñado para soportar servicios de voz y vídeo. Estos servicios poseen importantes requisitos
en términos de rendimiento, latencia y retraso, ya que su tratamiento inadecuado puede de-
gradar en gran medida la calidad percibida por los usuarios. Por ello, es necesario disponer de
mecanismos de calidad de servicio o Quality of Service (QoS). La enmienda IEEE 802.11e [5]
introdujo características de diferenciación de tipos de tráfico mediante la función de acceso
al canal conocida como Enhanced Distributed Channel Access (EDCA), capaz de clasificar
y priorizar el tráfico de la red. A pesar de los beneficios introducidos por esta enmienda, el
rendimiento de las transmisiones en tiempo real no es el esperado, especialmente a medida
que la carga de la red aumenta y entran en juego aspectos de movilidad y escalabilidad.

Los problemas de QoS en redes Wi-Fi aparecen igualmente debido la interferencia pro-
ducida entre distintos puntos de acceso. A pesar de que el uso del espectro inalámbrico sin
licencia facilita en gran medida la instalación de estas redes, este hecho las hace especialmente
vulnerables a sufrir interferencias, un gran número de colisiones e importantes pérdidas de
rendimiento. Además, especialmente en despliegues a gran escala, la distribución inapropia-
da de los usuarios sobre los puntos de acceso contribuye a sobrecargar algunas partes de la
red mientras que otras se encuentran ociosas. Como consecuencia, la asignación ineficiente de
recursos genera problemas de colisiones y afecta en gran medida la experiencia de los usuarios.

Las dificultades para proporcionar soporte de QoS se intensifican en el caso del tráfico
multicast. Este tipo de transmisión proporciona un método de comunicación eficiente cuando
los contenidos deben distribuirse de forma simultánea a varios usuarios, como es el caso
de eventos sociales y deportivos, conferencias y cursos educativos. No obstante, el tráfico
multicast en redes 802.11 posee serios problemas de fiabilidad y escalabilidad debido a la falta
de confirmaciones y retransmisiones de paquetes. Por ello, el estándar recomienda el uso de
la tasa básica de transmisión, aumentando así el tiempo que el medio inalámbrico permanece
ocupado. Para solventar estos problemas, la enmienda IEEE 802.11aa [6] presenta un grupo de
políticas de retransmisión con el objetivo de aportar una mayor robustez a las transmisiones
de voz y vídeo en modo multicast. A pesar de ello, la adaptación de la velocidad de transmisión
y los problemas de escalabilidad continúan siendo cuestiones sin resolver.
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Solucionar las deficiencias presentadas anteriormente requiere la introducción de nuevos
esquemas de mejora. Sin embargo, la rigidez de la arquitectura tradicional de red, el aumento
del tamaño de las mismas y la integración de dispositivos de distintos fabricantes dificultan
esta tarea. El concepto de Software Defined Networking (SDN) ha surgido recientemente
como un nuevo paradigma capaz de proporcionar una abstracción del hardware de la red y
de separar su funcionamiento entre el plano de control y el plano de datos. En este sentido,
la introducción de abstracciones de programación de alto nivel permite desplazar gran parte
de la lógica de la red hacia un controlador central y simplificar la introducción de nuevos
esquemas de mejora.

Esta Tesis Doctoral propone mejorar el rendimiento de la distribución de contenidos mul-
timedia sobre redes IEEE 802.11. Por un lado, las técnicas de minería de datos y machine
learning resultan clave en la búsqueda de patrones de tráfico para identificar los parámetros
más determinantes en el rendimiento y el nivel de QoS de las aplicaciones de voz y vídeo. Por
otro lado, el enfoque basado en SDN permite disponer de una visión global de la red a través
del controlador central, y que se emplea para realizar una gestión eficiente de los recursos y
mejorar el rendimiento de los servicios multicast.

Para solventar las problemáticas anteriores, en esta Tesis Doctoral se emplean tres enfoques
destinados a mejorar distintos aspectos de la transmisión de las aplicaciones multimedia. En
primer lugar, se pretende aumentar el nivel de QoS mediante la mejora de las capacidades
ofrecidas por EDCA. Con este fin, se emplean técnicas de machine learning para diseñar un
esquema de predicción dinámico de los parámetros de acceso al medio. No obstante, a pesar
de los resultados alcanzados y debido a la dificultad para introducir nuevos mecanismos en
la capa MAC, todavía existe margen de mejora en términos de rendimiento y reducción de
colisiones. El segundo pilar de esta Tesis se basa en el paradigma SDN para mejorar el uso
de los recursos de la red mediante la asignación inteligente de los canales inalámbricos y la
distribución dinámica del tráfico entre los puntos de acceso de la red. La última parte pretende
solventar las deficiencias encontradas en las transmisiones multimedia en modo multicast. Para
ello, y análogamente al caso anterior, se propone un nuevo enfoque basado en SDN que permite
adaptar el caudal de transmisión en multicast. Tomando esto como base, se propone un nuevo
esquema capaz de garantizar la movilidad transparente de los usuarios entre los puntos de
acceso y adaptar el caudal de transmisión en modo multicast. Por último, se plantea un
algoritmo que permite asegurar la gestión eficiente de aplicaciones multicast simultáneas.
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CHAPTER 1

Introduction

Wireless Local Area Network (WLAN) technology was initially designed to provide local
radio access to a limited number of users. However, the ongoing proliferation of 802.11
Wi-Fi networks [4], the explosion in the number of connected devices and the increasing
consumption of high quality multimedia content are driving an insatiable demand to improve.
More specifically, this leads to a search for a scalable end-to-end infrastructure capable of
supporting the exponential traffic growth from millions of users and delivering high Quality
of Service (QoS) to ensure a satisfactory user experience.

In this chapter we first describe the landscape of multimedia content delivery over IEEE
802.11 networks in order to set out the main motivations behind this Doctoral Thesis. Second,
we introduce the main goal pursued in this Thesis and the methodology defined to achieve
this objective. Finally, we present the contributions of the Thesis and the results obtained
from this work.

The rest of the Thesis is organized as follows. In Chapter 2 an overview of the publica-
tions that support this work is provided. Moreover, the full citations, and the information
concerning the relevance and the current status of the articles are also given. In Chapter 3 we
draw our conclusions and summarize the main contributions of this dissertation. Finally, we
provide some future lines of work and present the research challenges envisioned for WLANs.

1.1. Motivation

1.1.1. Overview

The past few years have witnessed a marked increase in the demand for wireless technolo-
gies due to the explosion in the number of Wi-Fi enabled mobile end-user devices such as
smartphones and tablets. Due to their simple deployment, low operational cost and multime-
dia content support, IEEE 802.11 networks are used in daily operations in both professional
and personal spheres, including online gaming, video streaming, live television and social me-
dia. Furthermore, Wi-Fi traffic is expected to continue growing over the next few years and,
according to the Cisco Forecast, Wi-Fi and mobile traffic will account for more than 63% of
total IP traffic by 2021 [8].
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Figure 1.1: Global IP traffic by application category. Source: Cisco Visual Networking Index
(VNI) 2016-2021 [7].

Wi-Fi is one of the most widespread technologies for the deployment of WLANs in resi-
dential and business areas, and they have increased in popularity due to their maturity, their
high performance and the use of unlicensed frequency bands. As a matter of fact, according to
the Wireless Broadband Alliance (WBA), the number of Wi-Fi hotspots (including public and
home WLANs) will increase 6-fold from 2016 to 2021 and the number of setups will amount
to 541.6 million by 2021 [9]. With the advent of cellular networks such as 5G, 802.11 networks
are currently becoming an interesting solution for traffic offloading [10]. Usually, Wi-Fi rates
are on average higher than cellular speeds, which creates user preferences in favor of Wi-Fi.
In this sense, the amount of traffic offloaded from 3G and 4G networks will reach 55% and
66%, respectively, by 2021. Moreover, although the offload percentage of 5G networks will be
less than 50%, this figure is expected to grow as 5G technology matures [8].

1.1.2. Challenges

Recently, applications such as interactive gaming and video and audio streaming have
become a significant portion of IP traffic and, as illustrated in Figure 1.1, video services are
expected to represent 82% of all consumer Internet traffic by 2021 [7]. Most of these services
are delay sensitive and, although increasing the overall throughput is a significant matter,
providing end-to-end QoS support acquires even greater importance. Moreover, as shown in
Figure 1.2, for a video application, the Quality of Experience (QoE) perceived by the users
can be severely compromised. However, these capabilities are not provided by the original
IEEE 802.11 standard.

Challenges in QoS Provisioning at the MAC Layer

In the original version of the IEEE 802.11 standard, the Distributed Coordination Function
(DCF) controls medium access. In this mode, the stations must sense the channel as free for a
period given by the DCF Interframe Space (DIFS) to start a transmission. If after this period
the channel is busy, the stations must start the backoff algorithm, a contention method for
collision avoidance. To this end, a random value in the interval [0,CW − 1] is chosen, where
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(a) Video stream transmitted without errors. (b) Video stream transmitted with errors.

Figure 1.2: Differences in the visual perception between a video sequence with and without
transmission errors.

Figure 1.3: Interframe spaces in the DCF and EDCA mechanisms.

the value of the Contention Window (CW) is given by the physical layer and is represented
by its minimum and maximum limits, CWmin and CWmax. Initially, the size of CW is set to
CWmin. After n erroneous transmissions, CW is increased following a sequence of 2n until
CWmax is reached. This procedure is carried out to set the period of time that a station must
wait before scheduling a retransmission. In case of reaching the maximum limit, the frame
is silently dropped. In this regard, the selected value for the backoff algorithm is decreased
by one unit every time the medium is sensed as idle for a DIFS period. In this way, the
transmission begins when the counter reaches zero. As a result, the same priority is assigned
to all the users and applications, thus rendering the traffic differentiation. This process is
shown in Figure 1.3, in which the Short Interframe Space (SIFS) represents the amount of
time used by high priority actions such as the ACKs.

In order to guarantee robust communications, the 802.11 standard specifies a two-way
handshake protocol for unicast data transmission in which each client must confirm frame
reception. However, this protocol is not effective in the presence of hidden nodes in the
network. To address this problem, the standard introduces the RTS/CTS protocol. This
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Figure 1.4: EDCA access categories and priorities in IEEE 802.11e.

method allows a station to indicate the intention to begin a transmission by sending an
RTS frame to the Access Point (AP). Upon its reception and if the medium is idle, the
AP broadcasts a CTS frame to all the users in the network. Therefore, regardless of their
location, this protocol makes it possible to inform all the stations about the beginning of a
new transmission. As a result, collisions are reduced and the performance of the network is
improved if hidden stations are present.

The IEEE 802.11e amendment [5] introduces Enhanced Distributed Channel Access
(EDCA) as a medium access function capable of classifying and prioritizing traffic streams.
EDCA extends the capabilities of DCF and introduces four traffic Access Categories (ACs), as
depicted in Figure 1.4. In EDCA each AC, named Voice (VO), Video (VI), Best Effort (BE)
and Background (BK) from highest to lowest priority, makes use of its own traffic queue and
has its own set of medium access parameters: Arbitration Interframe Space (AIFS), Transmit
Opportunity (TXOP) and CW. In contrast to DCF, EDCA specifies different waiting times
for each type of traffic, as seen in Figure 1.3. Given that the legacy stations cannot modify
their medium access parameters, the standard establishes a fixed set of values for EDCA with
the aim of ensuring interoperability with these stations while improving the performance of
the delay sensitive traffic. Even though 802.11e allows it to perform changes in the EDCA
parameters to adapt them to network conditions, this feature is not used in commercial APs
due to the complexity involved and the necessity of carrying out this operation in real-time.

In EDCA a station must sense the channel idle for a period equal to AIFS before attempt-
ing a transmission. Similarly to DCF, the backoff algorithm is started in case of finding the
medium busy and a random value in the interval [0,CW − 1] is chosen. Nevertheless, using
the same AIFS and short periods for the CW size for the voice and video ACs causes a great
number of erroneous transmissions and has important negative effects on QoS.

Although EDCA delivers some QoS improvements, it has been demonstrated that the
features provided by 802.11e do not accurately handle voice and video traffic [11, 12, 13].
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Especially in scenarios with high traffic load or holding a considerable number of users, this
issue causes performance drops, packet losses, high delay and transmission errors. In this
regard, different studies have shown that the appropriate selection of the EDCA parameters
leads to efficiency enhancements and contributes to reducing the delay and the collisions
in the network. However, only the CW and the AIFS parameters are associated with the
highest improvements [14, 15, 16]. With the purpose of providing QoS guarantees, some
research works focus on adapting the EDCA parameters [17, 18, 19], designing analytical
models [20, 21], and modeling their own medium access function [19]. Nevertheless, in spite
of outperforming EDCA, most of these proposals are not compatible with the standard,
make unreal assumptions or introduce unnecessary traffic overheads. For this reason, this
Doctoral Thesis aims to introduce a predictive scheme capable of dynamically tuning the
EDCA parameters in real-time without modifying the 802.11 standard.

Challenges in Channel Selection and User Association

QoS in delay sensitive services is also determined by significant collision probability and
interference, especially when the number of devices increases. In addition to these pitfalls, in
WLANs users are in charge of selecting the AP for the association given that the standard
does not specify a procedure to perform this operation, and it is usually left as a free decision
for the vendor. As a design simplification, clients perform active scans and normally select
the AP that offers the strongest Received Signal Strength Indicator (RSSI) without taking
into consideration the traffic load of such an AP [22, 23]. However, this fact may lead to
an inefficient distribution of the clients across the APs and to an increase in the collisions.
Furthermore, a limited number of radio channels are available in Wi-Fi networks, which may
result in overlaps in the coverage area of several APs.

Resource scheduling can bring significant benefits in terms of QoS. Specifically, in scenar-
ios where low latency requirements must be simultaneously guaranteed for multiple users, an
effective collision domain isolation and channel assignment strategy acquires particular im-
portance. With the aim of addressing this situation, significant research has been conducted.
Some proposals aim to minimize the number of clients per AP [24, 25], while others consider
the average network workload to redistribute the traffic [26, 27], or use a group of parameters
(e.g. user location and link quality) to perform the association [28]. The problem has also
been formulated using Mixed Integer Non Linear Programming (MINLP) to compute the dif-
ference in terms of the bandwidth demand of the users [29], and has been modeled through
graph theory by considering channel utilization and interference of the APs [30]. Some other
approaches require the APs to operate on non-overlapping channels to reduce the interference,
thus limiting the size of the deployment [31, 32]. However, the required changes to the 802.11
standard of some of these proposals show that the traditional architecture is often inflexible
and ignores the specific requirements of users and applications.

Since the original 802.11 standard was released, the IEEE has worked to improve the
performance of Wi-Fi networks by increasing transmission rates and addressing the limitations
found in the MAC layer. Nevertheless, this process is very slow and, together with network
rigidity, hampers the quick introduction of efficiency improvements. Moreover, the need to
ensure compatibility between the different amendments to the standard prevents WLANs from
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Figure 1.5: Overview of the traditional and the SDN network architectures.

reaching their pick theoretical performance and exploiting all their potential. Furthermore,
Wi-Fi APs represent the last wireless hop for the users, which is usually the critical point
in terms of network performance, and delay and bandwidth issues may arise. This situation
creates new challenges for 802.11 networks to provide QoS guarantees and simplify network
management. Intelligent radio resource management strategies can notably improve network
performance. Nevertheless, the complexity involved in introducing new mechanisms due to
network ossification constitutes a bottleneck.

Recent research efforts in the wired domain have focused on the Software Defined Network-
ing (SDN) paradigm, a promising technology to enable network programmability and over-
come the rigidity of the traditional network architecture. SDN has emerged as a novel way of
refactoring network functions by effectively decoupling the data-plane from the control-plane,
and by outsourcing the network intelligence to a logically centralized controller. This novel
network architecture is presented in Figure 1.5. OpenFlow [33] is normally used as the de-facto
standard to implement the protocol between the control and the data planes. However, its
features are not able to tackle the complexities of wireless networks, which comprise design
aspects such as association and rate control. As a result, equivalent solutions in wireless and
mobile networks have recently started to appear [34, 35, 36].

SDN is a good solution to tackle the challenges created by the lack of coordination in
the traditional deployments. User distribution techniques inevitably involve reassociation
processes that can degrade network performance due to the time required to reconnect to
the new AP. Especially when delivering multimedia content, this concern shows the need
for supporting seamless migration mechanisms given that interruptions in the transmission
severely impair the QoS level and the satisfaction of the end-user. Nonetheless, the rigid
network architecture is not capable of supporting these features. As a result, the problem
has recently been studied from the SDN perspective in order to explore the reconfiguration
of the transmission power of the APs [37] and load balancing over different connection nodes
(i.e. 2.4 and 5 GHz Wi-Fi, and Ethernet interfaces) [38, 39, 40]. In this sense, the studies
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have shown the usefulness of the SDN paradigm when it comes to introducing capabilities
that can optimize resource management in Wi-Fi networks, and which would dramatically
improve user experience. On this basis, this Doctoral Thesis explores the options available in
wireless SDN to improve user association and channel assignment in WLANs.

Challenges in Multicast Transmissions

Although web applications such as Youtube constitute a significant proportion of the video
traffic, scenarios such as live events, conference meetings and Internet Protocol Television
(IPTV) have witnessed unprecedented growth in recent years. They are good examples of use
cases in which multicast is an efficient transmission mode to simultaneously deliver the same
data to several users [41]. In fact, the use of unicast frames would greatly increase the network
load, especially as the number of receivers rises. In view of this, multicast applications are
suitable for business and entertainment purposes as is shown, for instance, in the deployment
of campus network IPTV systems [42]. Multicast services are also experiencing a considerable
growth in other radio access networks such as the emerging 5G networks, and this has led
to the release of the Multimedia Broadcast Multicast Service (MBMS) by 3GPP [43]. This
fact, coupled with the high bandwidth and low latency requirements of the delay sensitive
applications, especially in mobile environments, shows the importance of ensuring reliable
transmissions and transparent user mobility in multicast environments.

The two-way handshake protocol in unicast makes it possible to gather feedback infor-
mation from the users and select the transmission rate from among different Modulation and
Coding Scheme (MCS) indexes. However, multicast communications in 802.11 lack frame
acknowledgments and retransmissions. In the IEEE 802.11 standard, multicast is specified
as a simple broadcast mechanism and does not include error control or recovery mechanisms.
Since the acknowledgments would inevitably collide at the transmitter, this design decision
aims to prevent the frame implosion that would happen as a result. Accordingly, the absence
of feedback brings several problems. On the one hand, it prevents the data from being re-
transmitted in the case of errors. Moreover, the basic access scheme must be utilized, which
precludes the use of the RTS/CTS procedure to protect the frame transmission. On the other
hand, it makes it impossible to adapt the data rate to the user conditions. For this reason, the
standard recommends the use of the lowest data rate in order to increase the probability of all
the users receiving the data. This becomes particularly important for the receivers under bad
channel conditions because they are more likely to suffer interference and collision problems.
As a consequence, the wireless medium is occupied for longer periods, which increases the
radio resource consumption and impairs the capacity available for other network services. In
this context, there is a clear necessity for mechanisms capable of ensuring robust multicast
transmissions in order to meet the QoS requirements in Wi-Fi networks.

The IEEE 802.11aa amendment [6] aims to support robust audio and video transport
streaming and address the limitations caused by the lack of feedback. To this end, it introduces
Group Addressed Transmission Service (GATS) as a new mechanism that encompasses two
new services named Directed Multicast Service (DMS) and Groupcast with Retries (GCR).
DMS offers the same reliability level as the unicast transmissions since each frame is con-
verted into as many unicast frames as the number of receivers in the multicast group. Hence,
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Table 1.1: Overview of the highlights and limitations of the GATS service in 802.11aa.

Scheme Complexity Efficiency Reliability Scalability Suitable scenarios

Legacy Low Low Low High Low bitrate services, good
channel conditions

DMS Moderate Variable High Low Small groups, average
channel conditions

UR High Moderate1 Moderate1 High
Large groups, good or
moderate channel condi-
tions

BACK Moderate Moderate2 High Moderate
Moderate number of re-
ceivers, average channel
conditions

1 Depending on the number of retries.
2 Depending on the number of receivers per group.

this solution is not valid for large groups. Conversely, GATS consists of three retransmission
methods: legacy multicast, Unsolicited Retries (UR) and Block ACK (BACK). Legacy mul-
ticast refers to the basic multicast scheme defined in the original standard. UR retransmits
the same packet N times without waiting for the ACKs in order to increase the probability
of success. Finally, BACK provides higher reliability by allowing each user in the group to
confirm the reception of several frames at the same time. Nevertheless, these two policies
are still inefficient: UR does not adapt the data rate or the number of retransmissions to the
channel conditions and introduces an unnecessary traffic overhead, while BACK continues
facing scalability problems derived from the number of acknowledgments.

The main highlights and limitations of 802.11aa have been widely examined in the lit-
erature [44, 45, 46], and are summarized in Table 1.1. Despite the improvements achieved,
it has been shown that each of these mechanisms is only suitable for a specific type of sce-
nario. Nonetheless, the decision on the policy used is left to the implementer. Moreover, the
standard does not provide any procedure to adapt the transmission data rate in multicast.
Motivated by these drawbacks, some works propose several solutions to address the reliability
and rate selection problems. Foward Error Correction (FEC) techniques [47, 48, 49, 50] en-
code the information in a redundant manner for error recovery over unreliable channels. By
contrast, Leader-Based Protocols (LBPs) select a group leader (usually the receiver exhibiting
the worst signal quality) that is responsible for confirming frame reception on behalf of the
group members [51, 52, 53]. Finally, QoE measurements have also driven rate selection in
multimedia applications [54, 55]. Additionaly, recent SDN-based solutions steer the trans-
mission rate of the multicast applications by taking advantage of the global view of the SDN
controller [56, 57, 58].

In view of the increasing number of mobile devices and the QoS requirements of streaming
services, multimedia content distribution must provide support for roaming users, whose chan-
nel conditions constantly change. In this context, streaming services are especially sensitive
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since, in addition to the rate selection problem, they must include efficient mobility manage-
ment mechanisms. This target has been pursued by different proposals in the field with the
aim of reducing the handover delay and guaranteeing the experience of the end-user. Even
though traditionally RSSI measurements drive this function, other approaches are based on
QoS and QoE requirements [59], or pursue energy saving goals [60, 61]. This problem has also
been analyzed from the perspective of the wired backbone interconnecting the APs [62, 63].
Nevertheless, these proposals usually neglect the specific challenges that arise in the radio ac-
cess segment. Taking all this into account, it is important to mention that efficient operations
across multiple APs require global visibility, which is not usually provided by traditional net-
work architectures. Although the concept of seamless mobility has motivated the emergence
of SDN-based approaches [61, 64], nowadays they are targeted at unicast traffic and do not
address the special necessities of multicast services.

The demand for multimedia content has become more pronounced because of the intro-
duction of High Definition (HD) and 4K video streaming. This latter technology has a bitrate
that is more than twice that of HD and nine times higher than that of standard video defini-
tion. Therefore, this fact illustrates that bandwidth is a critical factor in streaming services.
Moreover, the expanding ecosystem of mobile devices and the increasing availability of these
services in diverse events such as conferences and social events show the need to support
simultaneous streaming applications in a scalable fashion. In this regard, network functions
must adequately manage several multicast sessions and the resources assigned to each of them.
Nevertheless, despite the research efforts made [65, 66], very little progress has been made in
practice in integrating rate adaptation features while ensuring high scalability, and this fact
is still an open issue. As with the challenges described above, this Doctoral Thesis aims to
design a scalable scheme for multicast data rate selection that enables seamless user mobility
and the management of several multicast sessions.

In view of this, it is easy to see that voice and video services represent an important part
of IP and Internet traffic. Moreover, the versatility of WLANs, their multimedia content
support and the high performance of the 802.11 standard are generating renewed interest in
the technology. However, the rigidity of the network stack means that QoS provisioning in
802.11 is not sufficient to support the diverse requirements that characterize these services.
Since most of the operations are performed at the APs, they rarely consider the individual
demands of the applications, such as packet loss or jitter. In this regard, SDN introduces
new opportunities for fine-grained application control and QoS guarantees. In fact, although
wireless networks virtualization has just started to appear, the potential of the paradigm has
shown the benefits that can be brought to future Wi-Fi networks.

1.2. Objectives

The main objective of this Doctoral Thesis is to design an integrated framework for pro-
viding QoS support for delay sensitive applications over IEEE 802.11-based WLANs. As we
will explain in further detail in the following section, this objective rests on two fundamental
pillars: machine learning techniques and network programmability offered by the Software
Defined Networking paradigm.
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The approaches presented in this dissertation aim not only to ensure a high-quality user
experience for voice and video applications, but also to guarantee the performance of other
services in the network. To achieve this objective, the set of goals defined for this Thesis is
the following:

� Goal 1. To review the state of the art, to acquire a deeper knowledge of wireless
communications and, specifically, to explore the details of the IEEE 802.11 standard.
Furthermore, the main related work in the literature focused on achieving optimal QoS
support in unicast and multicast modes should also be reviewed.

� Goal 2. To assess the performance of multimedia transmissions, to understand the
complexity involved in managing and coordinating multiple network devices and wireless
clients, and to identify the most determinant QoS factors involved in the transmission
of voice and video traffic.

� Goal 3. To improve channel access in IEEE 802.11e. After identifying the main QoS
factors in voice and video transmissions, they are used to dynamically adapt the medium
access parameters defined by the standard in the EDCA function.

� Goal 4. To study the Software Defined Networking paradigm, and in particular, to
explore how the main benefits of abstracting the insights into the network architecture
are applied to the wireless domain.

� Goal 5. To enable efficient channel selection and user association in WLANs, to miti-
gate interference impact and to coordinate the APs with the purpose of preventing them
from simultaneously using the same resources.

� Goal 6. To enable robust multimedia transmissions and seamless user mobility in
multicast environments, in order to improve the performance of live applications targeted
at multiple users in Wi-Fi networks.

� Goal 7. To orchestrate and schedule multiple simultaneous multicast services, in order
to enable the efficient transmission of several delay sensitive applications to different
types of users at the same time.

1.3. Methodology and Work Plan

In order to achieve the objective introduced in the previous section, we apply a research
methodology that divides each specific goal into a set of tasks. Establishing a relationship
between all these tasks allows it to address the formulated problem from different points of
view. As a consequence, this enables the design of a solution that improves the QoS delivered
in multimedia content distribution over WLANs using different strategies.

The research work in this Thesis is based on 802.11 networks, whose setups can be sepa-
rated into two groups. The experiments in the first part of the dissertation, covering Goals 2-3 ,
are conducted via simulation1. Despite the modeling work, the proposals in this part of the

1We use Riverbed Modeler [67] to implement the proposals via simulation.
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Thesis are standard compliant and the design decisions aim to maintain compatibility with
current commercial devices. The second part of the work, encompassing Goals 5-7, is per-
formed on a real-world testbed based on SDN principles to assess the efficiency of the proposals
in real environments2.

The tasks performed to achieve the main objective of this Doctoral Thesis are described
below, and grouped by goal:

� Goal 1. To review the state of the art.

– To study the IEEE 802.11 standard in order to know its functionality and perfor-
mance limitations, with particular emphasis on analyzing the working mode of the
medium access functions.

– To study the IEEE 802.11e amendment, which is aimed at providing QoS facilities
for bandwidth-sensitive applications such as voice and video. Specifically, partic-
ular attention is paid to EDCA, a contention-based channel access method that
delivers traffic based on differentiated ACs.

– To review the main research work dealing with QoS provisioning in WLANs from
various points of view such as link layer solutions related to medium access param-
eters, schemes targeted at other layers (IP and application levels), and analytical
models, among others.

– To explore the features of data mining and machine learning techniques and how
they may be applicable to the specific problem of QoS aware service delivery.

– To analyze the behavior of the multicast transmission mode in Wi-Fi networks, as
well as the reliability features and retransmission policies introduced in the IEEE
802.11aa amendment.

– To review the related research work concerning rate adaptation mechanisms and
reliability improvements for multicast in WLANs.

� Goal 2. To assess the performance of multimedia transmissions.

– To determine the importance of the requirements of voice and video applications
and the QoS indicators such as minimum amount of packet loss, delay and jitter.

– To identify the parameters that have a significant impact on the performance of
these services and on the overall user experience.

� Goal 3. To improve channel access in IEEE 802.11e.

– To study network behavior when using alternative values for the EDCA medium
access parameters.

– To perform a set of tests considering various traffic conditions such as varying the
number of stations, several types of applications and different EDCA values.

– To conduct a Knowledge Discovery from Data (KDD) process in order to clean,
reduce and integrate the data obtained from the previous tests. This process aims

2We run the SDN-based proposals in real scenarios on the 5G-EmPOWER platform [34].
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to discover the traffic patterns that deliver the highest throughput for voice and
video applications and to identify the most relevant factors involved.

– To implement and test two predictive algorithms (M5 regression model and J48
classifier tree) for adapting the AIFS combination in EDCA.

– To build on these algorithms to adapt the CW parameter in EDCA. The perfor-
mance of the algorithms considering both factors must also be assessed.

– To design and test a unified dynamic algorithm for the EDCA parameters that is
capable of discerning the use of each of the designed predictive models according
to the network conditions.

� Goal 4. To study the Software Defined Networking paradigm.

– To analyze the principles behind the SDN paradigm and its basic architecture,
including the separation in the logic of the network between the control and data
planes.

– To review the existing SDN solutions available for radio access networks and, in
particular, for Wi-Fi networks.

– To understand the programmability of the IEEE 802.11 data path. This is com-
posed of the upper-level MAC functionality, encompassing aspects related to each
wireless client state such as association and authentication, and the lower-level
MAC characteristics, such as transmission rate and power control.

� Goal 5. To enable efficient channel selection and user association in WLANs.

– To design an SDN-based channel assignment algorithm to reduce the number of
APs in the same collision domain.

– To implement the signaling protocol between an SDN controller and the APs to
transparently readjust the working channel based on the medium conditions.

– To understand and implement the Channel Switch Announcement (CSA) control
defined in the IEEE 802.11 standard in order to allow the wireless clients to be
aware of channel changes in the serving AP.

– To design and test an SDN-based load balancing algorithm to efficiently manage
user mobility and enable seamless handover between APs.

� Goal 6. To enable robust multimedia transmissions and seamless user mobility in mul-
ticast environments.

– To evaluate the performance of the standard multicast schemes in IEEE 802.11aa
for multimedia applications in terms of QoS and QoE.

– To design a hardware abstraction layer capable of enabling multicast transmis-
sions in SDN-based WLANs and implement the multicast retransmission policies
introduced in the IEEE 802.11aa amendment.

– To implement the signaling required for the southbound communications between
the SDN controller and the APs to configure specific retransmission policies for
each multicast group.
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– To design and evaluate an SDN-based algorithm for the dynamic data rate control
in multicast transmissions in real-world scenarios.

– To design and evaluate an SDN-based algorithm for managing user mobility in
multicast, in such a way that it enables seamless handover and reduces the radio
resource utilization.

� Goal 7. To orchestrate multiple simultaneous multicast services.

– To evaluate the performance and channel availability requirements to support and
manage multiple multicast groups at the same time.

– To implement the Internet Group Management Protocol (IGMP) with the aim of
identifying and reporting to the SDN network controller on the formation of new
multicast groups.

– To design a protocol between the APs and the SDN controller to allow the latter
to be aware of the changes in group membership.

– To implement and evaluate an SDN-based algorithm in charge of computing the
data rate for each multicast group and efficiently scheduling their transmissions
based on the effective coordination of multicast retransmission policies.

1.4. General Discussion and Main Contributions

In the above sections we have presented the reasons that have motivated this Doctoral
Thesis. As can be deduced from the objectives, the aforementioned reasons demonstrate that
there is an incessant need for QoS guarantees in several aspects of a WLAN. However, espe-
cially when delay sensitive services are involved, several factors can limit network performance
and the problem must be tackled from different perspectives.

1.4.1. Contributions to QoS Provisioning at the MAC Layer

The IEEE 802.11e extension establishes a baseline in QoS provisioning that attracts great
research efforts at the MAC layer to provide reliability and access coordination to the wireless
medium. In this respect, several studies demonstrate the importance of traffic prioritization
and the limitations of the EDCA function for this purpose. As stated in Section 1.1, although
IEEE 802.11e allows the use of dynamic values for the EDCA parameters, it recommends a
specific set of values to guarantee compatibility with all Wi-Fi compliant devices (including
those without QoS support). Accordingly, the values assigned to the AIFS, CW and TXOP
parameters in real networks are set by the standard and are not updated during the transmis-
sions. These values are shown for each AC in Table 1.2. In this table, the AIFS parameter
is derived as AIFS[AC] = AIFSN [AC] · Slot T ime + SIFS, where the Arbitration Inter-
frame Space Number (AIFSN) ensures that each AC has a different priority for accessing the
channel, and the Slot Time denotes the duration of a slot according to the physical layer.

Motivated by this conclusion, we first analyze via simulation the performance of the stan-
dard EDCA combination. This study shows that the number of collisions in the network
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Table 1.2: Default EDCA Parameter set for each AC in IEEE 802.11e.

AC CWmin CWmax AIFSN TXOP

AC_BK aCWmin aCWmax 7 -

AC_BE aCWmin aCWmax 3 -

AC_VI (aCWmin+1)/2-1 aCWmin 2 3.008 ms

AC_VO (aCWmin+1)/4-1 (aCWmin+1)/2-1 2 1.504 ms

arises from a medium traffic load level, especially for voice and video applications. This is due
to the fact that these ACs use the same AIFSN and a small value for the CW parameter. The
802.11e amendment establishes these values with the aim of ensuring a higher priority for the
voice and video applications with regard to the stations that use DCF, i.e. with regard to the
stations that only support the original standard. In view of this, the collision ratio can be
decreased in two ways. On the one hand, the collisions between voice and video services can
be lowered by shifting the AIFSN values of the different ACs. Therefore, voice applications
would have an exclusive period to access the channel. On the other hand, the CW size of the
voice and video ACs can be adjusted. However, despite the collision reduction, this approach
may impair the performance of the voice and video applications when the network is partially
composed of stations using DCF. For this reason, it is very important to distinguish between
scenarios with and without the presence of legacy stations.

In this context, to dynamically adapt the medium access parameters in EDCA it is essential
to identify the presence of stations without QoS support and the changes in the network
conditions over time. To this end, the most relevant factors in determining the network
status must be identified. In this regard, we have analysed the impact of the number of active
transmissions of each type of traffic, the bitrate of the applications, the transmission rate,
the presence of legacy DCF stations and the channel utilization. Nevertheless, the EDCA
parameters must be updated in real-time, which requires the implementation of a scheme of
low computational complexity and involving as few variables as possible. In this sense, the
channel utilization of each AC in EDCA together with that of DCF are able to provide an
accurate approximation of the network status and summarize the information derived from
the remaining parameters. Therefore, these factors are taken as a reference for tuning the
medium access parameters.

Artificial Intelligence (AI) techniques are a good way to identify traffic patterns that can
be used to make network management decisions. Specifically, supervised learning algorithms
have been considered in this work. These algorithms use a data set composed of n input
features and an output variable, Y . In this way, a pair (X,Y ) whose outputs are currently
known allows the prediction of other unlabeled data (y) when only the input features (x)
are known. In this context, X refers to the medium access parameters in EDCA, whereas
the output Y represents the performance achieved by the multimedia applications. In this
scenario, it is necessary to select predictive models that are capable of being used in real-time
and whose results can be easily interpreted. On this basis, after analysing several options, we
have made use of a J48 classifier tree [68] and an M5 regression model [69].
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Table 1.3: AIFSN values analysed for the medium access parameters prediction scheme.

AC S0 S1 S2 S3 S4 S5 S6 S7 S8 S9

BK 7 8 9 8 9 12 10 12 14 14

BE 3 4 5 4 5 6 6 8 10 12

VI 2 2 2 3 3 3 4 5 6 7

VO 2 2 2 2 2 2 2 2 2 2

Table 1.4: Alternative values for CW for the medium access parameters prediction scheme.

AC
CW 1 CW 2

CWmin CWmax CWmin CWmax

BK 2 · aCWmin + 1 aCWmax 2 · aCWmin + 1 aCWmax

BE 2 · aCWmin + 1 aCWmax 2 · aCWmin + 1 aCWmax

VI aCWmin 2 · aCWmin + 1 2 · aCWmin + 1 2 · aCWmin + 1

VO (aCWmin+1)/2-1 aCWmin aCWmin aCWmin

In order to achieve this purpose, a three-phase predictive scheme is proposed. The first
phase is targeted at adapting the AIFSN combination that performs best for the voice and
video traffic while ensuring the aggregated network throughput. Taking this output as a
basis, the second phase aims to compute the length of CW that makes it possible to maintain
or increase the performance achieved during the first phase. Conversely, the third phase
comprises the previously designed algorithms in a single scheme which is capable of selecting
the appropriate model according to the network conditions.

The first phase of the EDCA predictive model is in charge of AIFSN adaptation. This
operation is performed by using the aforementioned J48 and M5 algorithms in a deep training
step considering a wide range of network scenarios. To this end, a group of 10 AIFSN config-
urations, shown in Table 1.3, has been selected by taking into consideration the performance
and collision requirements discussed above. The training and validation steps consider a vari-
able number of both legacy and QoS stations that deliver constant and intermittent traffic,
and involves different application types and bitrates.

The second phase tunes the CW size to address the performance issues found by only
steering the AIFSN combination. When the length of CW is increased, the legacy stations
have higher priority for the channel access than some of the ones using EDCA. For this
reason, making modifications to this parameter is of particular interest in scenarios having
low or null DCF traffic. The values proposed for CW are shown in Table 1.4. On the one
hand, the first possible combination, CW 1, increases the CW size by a power of two for each
AC with respect to EDCA, with the exception of the CWmax limits for BE and BK traffic.
On the other hand, the second group of values,CW 2, focuses on the voice and video traffic,
and only the duration of CWmin of these ACs is increased, again by a power of two.
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Table 1.5: CW-AIFSN configurations for the medium access parameters prediction scheme.

AC Configuration 1 Configuration 2 Configuration 3 Configuration 4

AIFSN Predicted Predicted Prev. combination 2nd Prev. combination

CW Default CW 1 CW 1 CW 2

Algorithm 1 Medium access parameters prediction scheme
Input:

be_util: channel utilization of the BE traffic.
bk_util: channel utilization of the BK traffic.
dcf_util: channel utilization of the DCF traffic.

1: procedure EDCA parameter predictor(be_util, bk_util, dcf_util)
2: if (dcf_util == 0) and (be_util == 0) and (bk_util == 0) then
3: return M5− Configuration 2

4: else if (dcf_util == 0) then
5: return J48− Configuration 3

6: else if (dcf_util15%) then
7: return M5− Configuration 3

8: else
9: return J48− Configuration 1

Some AIFSN-CW combinations may increase the priority of the stations using DCF with
respect to those that use EDCA. To address these pitfalls, Table 1.5 presents four approaches
that combine the increase in CW with the use of lower values for AIFSN than those predicted
in the first phase. The first configuration, named Configuration 1, refers to the schemes de-
signed in the first phase. Hence, CW maintains the values defined in EDCA. In the remaining
configurations, this parameter is adapted according to the values shown in Table 1.4. In this
regard, Configuration 2 and Configuration 3 consider the values defined in CW 1. By contrast,
Configuration 4 takes the values related to CW 2. Furthermore, the AIFSN combination can
take different values. First, in Configuration 1 and Configuration 2 the prediction made in
the first phase is used. Moreover, in Configuration 3 we select the AIFSN combination imme-
diately below the one predicted by the J48 and M5 models. Finally, Configuration 4 selects
the second AIFSN combination immediately below the one predicted in the first phase.

The third phase of the EDCA prediction scheme combines the results of the two previous
phases. As can be observed in Table 1.5, eight predictive schemes are designed, four of them
for each initial model (M5 and J48). In this sense, an exhaustive analysis makes it possible
to identify a group of traffic patterns to distinguish the models that achieve the highest
performance based on network conditions. The structure of the dynamic prediction scheme
is shown in Algorithm 1. In order to simplify the final model, the combinations achieving
similar results have been omitted. In this way, the algorithm is able to dynamically adapt
the EDCA parameters according to network conditions and, as a consequence, to enhance
the performance of the delay sensitive services and the QoS level. Moreover, the scheme is
standard compliant and guarantees compatibility with the stations without QoS support.
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1.4.2. Contributions to Channel Selection and User Association

Collisions usually lead to selecting lower data rates, an increase in the channel utilization
and QoS impairment. Although the above approach aims for a considerable collision reduction,
enhancements at the MAC layer are limited without modifying the network stack. This
is particularly relevant in scenarios composed of several APs and involving mobile users,
where having a global view of the network would enable more accurate management decisions.
Moreover, the models presented above are evaluated via simulation, which may make some
aspects of real environments pass unnoticed. With the aim of tackling with these problems,
we take advantage of the flexibility provided by the Software-Defined WLANs to design a joint
user association and channel assignment solution named Wi-Balance. As shown in Figure 1.6,
we implement these algorithms as network applications. Furthermore, the APs are located in
the infrastructure layer and just follow the operations from the SDN controller.

In scenarios composed of several APs, the first issue to be faced is the appropriate assign-
ment of the wireless channels for the APs. A channel assignment procedure must consider
the number of available channels and the APs sharing the same collision domain. To solve
this problem, in this Thesis we propose a recursive constraint programming algorithm. This
algorithm firstly assigns a channel to the APs with the lowest number of available channels.
In this context, available channels have been considered to be those that are not assigned to
other surrounding APs and do not overlap with the ones already assigned (co-channel inter-
ference). From among this group of APs, it first selects the ones with the highest number of
neighbors already assigned. Furthermore, if all the channels have already been selected for
the neighboring APs, the one that is less used is chosen. Moreover, if various channels match
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this restriction, the one less utilized is chosen. The algorithm converges when the distribution
that minimizes the number of APs in the same collision domain is found. Nevertheless, this
assignment is not static and the process is executed upon changes in the network.

Although it contributes to reducing network interference, a channel assignment algorithm
is not sufficient and, in addition to this, an effective user association solution must be intro-
duced. As stated in Section 1.1, in Wi-Fi networks users normally associate with the AP that
provides the highest RSSI. However, considering only this factor may lead to situations in
which some APs handle a high traffic load while others are idle. As a result, a user attached to
the first group of APs may experience poor performance. For this reason, Wi-Balance follows
the working mode illustrated in Figure 1.7 and, after channel assignment, it creates a channel
quality map including the signal quality perceived from all the APs for each station. This
quality map is built from the information that the SDN controller retrieves from the APs.
Furthermore, Wi-Balance needs to estimate the traffic load of each AP and each channel. For
this purpose, Wi-Balance gathers the link delivery statistics from the APs, and for each sup-
ported MCS and each user these provide the delivery probability and the expected throughput
in the last observation window. This information is updated by the rate adaptation algorithm
running on each AP. The algorithm also gathers the amount of data transmitted and received
by all the users from the APs.

Based on the information described above, and considering U as the set of users, M as
the set of APs and Ω(u) ⊆ M as the set of APs within the coverage area of the user u ∈ U ,
Wi-Balance computes the channel utilization µ(n) of each AP n ∈ M and the average uti-
lization across the network, µ. If a significant difference is found, a reassociation process is
triggered for that specific AP. This process aims to balance the network load by migrating
some of the users involved to other APs that are less heavily loaded. To this end, the algo-
rithm, for each user u attached to the AP n, needs to compute the channel utilization of the
APs in its coverage area, Ω(u), as well as the RSSI level Rm

u perceived by each AP m ∈ Ω(u).
Then, for the handover Wi-Balance selects the user u with the lowest result for the product
between the current channel utilization of the AP n, Ω(u), and the RSSI Rm

u . Finally, the
average channel utilization µ(n) is recalculated to verify whether the process was efficient.
Otherwise, the handover is reverted to ensure an effective resource allocation.
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Handovers in WLANs usually require a substantial length of time for the reassociation
process, which causes the connection to be temporarily interrupted. In this regard, the SDN
approach allows it to transparently shift the client information between APs without per-
forming a new association. This is possible through the Light Virtual Access Point (LVAP)
abstraction, a per-client virtual AP that abstracts all the client state complexities such as
association and authentication, and introduces seamless mobility support. In contrast to
traditional Wi-Fi networks, each LVAP is identified with its own Basic Service Set Identi-
fier (BSSID). Therefore, if an LVAP is migrated to another AP, the BSSID is preserved and,
from the point of view of the user, it is still connected to the same physical AP.

The load balancing process may involve APs operating on different channels. In such cases,
the CSA procedure must be used to inform the user about the channel change. In 802.11, the
CSA data is transmitted via beacon frames. Nevertheless, the LVAP abstraction allows beacon
frames to be transmitted in unicast mode to each client. In following this approach, when a
handover is performed between different channels, the controller first creates an inactive LVAP
for the client on the target AP and instructs the source AP to start a CSA procedure. After
this process, the LVAP is removed from the source AP. In the meantime, the user will have
switched the operating channel and will have found its LVAP on the target AP. In this way,
users are not affected by the handover since the connection is never interrupted. This fact
shows that Wi-Balance is capable of: (i) performing an efficient channel assignment for the
APs to isolate possible collision domains; and (ii) conducting a transparent user reassociation
process to balance the traffic load across the APs in the network.

1.4.3. Contributions to Multicast Transmissions

We have shown that SDN is able to address serious constraints in Wi-Fi networks. One
of the most challenging issues is the delivery of streaming services in multicast mode and,
in particular, the difficulty of adapting the transmission rate. To this end, the Transmission
Policy abstraction is introduced, which enables the configuration of rate control policies on
a layer 2 address basis for each AP. This abstraction allows the SDN controller to specify
the MCS selected to transmit a frame and the retransmission policy used in case of multicast
destinations. In other words, this latter attribute defines the policy from 802.11aa that can be
used, i.e. legacy multicast, DMS or UR. This abstraction lays the foundation for implementing
SDN@Play , an algorithm capable of intelligently steering the data rate for multicast services
and improving transmission reliability. SDN@Play is introduced as an SDN application, as
can be seen in the high-level reference system depicted in Figure 1.8.

SDN@Play makes use of the link delivery statistics obtained by the SDN controller from
the rate control algorithm implemented at the AP to compute the MCS used for the multicast
transmissions. For this reason, SDN@Play is presented as a two-phase scheme, as illustrated
in Figure 1.9. During the first phase, the controller sets DMS as multicast policy for a certain
multicast address with the aim of retrieving the rate control statistics of all the users in a
multicast group. This information is used to calculate the MCS with the highest delivery
probability for all the receivers. Then, the controller sets legacy multicast as the policy to be
used during the second phase and instructs the AP to use the MCS calculated before instead
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of the basic rate specified by the IEEE 802.11 standard. This process is repeated until the
end of the transmission with a configurable ratio between the DMS and the legacy periods.

Considering M to be the set of receivers in a multicast group, R the set of supported
MCS, U the set of APs and P n,n�

r the delivery probability between the AP u ∈ U and the
receiver n� ∈ M , SDN@Play firstly calculates the valid MCS indexes, Rn

valid, for the receivers
attached to an AP n ∈ U , as shown in Equation 1.1. The threshold rth sets a relation
between reliability and channel utilization. The use of higher values for this threshold leads
to a reliability increase given that the delivery probability required for selecting a certain
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MCS is higher. However, this results in an increase in the time that the channel is busy due
to the use of less efficient data rates.

Rn
valid =

�

n�∈M

�
r ∈ R|Pn,n�

r > rth

�
∀n ∈ U (1.1)

Based on this information, Equation 1.2 presents the worst receiver approach used by
SDN@Play to estimate the multicast transmission rate Rn

tx. The algorithm aims to ensure
that the information is properly received by as many users as possible. For this reason, if none
of the MCS indexes of a receiver has a delivery probability higher than the input threshold,
for each of them the algorithm takes the MCS with the highest delivery probability and, from
this set, it selects the lowest MCS as the new data rate.

Rn
tx =





max (Rn
valid) if Rn

val �= ∅
min

� �
n�∈M

�
argmax

r∈R
(Pn�

r )

��
otherwise

∀n ∈ U (1.2)

SDN@Play is able to compute the data rate that delivers the expected QoS and perfor-
mance in a multicast transmission. However, it does not consider the behavior of roaming
users. Accordingly, SDN@Play Mobile builds on the capabilities of SDN@Play to account
for mobile receivers and associate them to the AP that also reduces the network resource
utilization. This algorithm is also introduced at the application layer, as shown in Figure 1.8,
and makes use of the LVAP and Transmission Policy abstractions presented above.

With the purpose of improving client association in multicast environments, users must
periodically report to their serving AP on the set of APs in their coverage area as well as
the perceived signal quality (RSSI). This operation is performed via the Beacon Reports
available in the IEEE 802.11k amendment [70]. Then, the information is forwarded to the
SDN controller in order to build a channel quality map. SDN@Play Mobile periodically checks
this quaility map with the aim of finding possible signal drops between a multicast receiver
and its serving AP and checking whether another AP can deliver significant improvements in
terms of channel quality for a certain user. The fulfillment of any of these conditions highlights
the need to perform a handover process towards a more efficient network distribution. In view
of this, considering S(n) to be the set of receivers served by the AP n ∈ U , with S(n) ⊂ M ,
and ρnn� the channel quality between the AP n ∈ U and the multicast receiver n� ∈ M ,
this process requires the computation of the average channel quality ρ(n) and the standard
deviation σ(n) for all the APs, as shown in Equation 1.3 and Equation 1.4, respectively.

ρ(n) =

�
n�∈S(n) ρ

n
n�

|S(n)| (1.3)

σ(n) =

���� 1

|S(n)|
�

n�∈S(n)
(ρnn� − ρ(n))2 (1.4)

There can be cases in which a certain AP is not serving any users. If this AP is not in
the coverage area of the receiver n�, the quantities above are simply undefined. Conversely,

21



1.4. General Discussion and Main Contributions

if this AP falls within the range of the receiver n�, these quantities are set as |S(n)| = 1 and
σ(n) = 0. Taking this information as a basis, SDN@Play Mobile defines the set Ω(n�) of
suitable APs for the user n� as presented in Equation 1.5 to ensure that the handover is not
performed to an AP serving users under significantly worse channel conditions. Finally, the
algorithm selects the candidate AP that would use the highest MCS to deliver the information
to the receiver n� and performs the handover. After that, the data rate of the APs involved
in the process is recomputed. Nevertheless, the handover must be network-wide efficient in
terms of channel occupancy. Therefore, channel utilization is recalculated, and the handover
is reverted in the case of higher resource consumption. This approach ensures the satisfaction
of the end user and provides high QoS even in changing environments when the multimedia
services are transmitted in multicast mode.

Ω(n�) = {n ∈ U |ρ(n)− σ(n) ≤ ρnn�} (1.5)

SDN@Play Mobile optimizes the network radio resources and provides QoS support for
mobile users in multicast communications. However, it does not consider the situations in
which multiple multicast sessions are simultaneously held in a network. In fact, in this case,
one instance of SDN@Play would be needed for each multicast group, thus greatly impacting
network performance, especially due to the overlap of the DMS phase of each group. In
this context, the Scalable Multigroup SDN@Play (SM-SDN@Play) algorithm is presented in
the form of an SDN application, as depicted in Figure 1.8, and extends the capabilities of
SDN@Play to effectively coordinate the actions of multiple multicast transmissions. With
this purpose, the algorithm must recognize the formation of new multicast groups and handle
the requests from the users to join or leave a certain multicast sesion. In this regard, the
functionality of the IGMP protocol is extended to allow the SDN controller to maintain the
information of each multicast group in each AP. This information comprises the receivers
registered in the group and the Transmission Policy defined for that specific transmission.

To support several multicast transmissions in a scalable fashion, SM-SDN@Play divides
the total duration L of the two phases defined in SDN@Play (legacy and DMS) into n small
parts, whose length is determined by the duration of the DMS period, dmsd. On this basis,
we define the length of each subphase as di = L

dmsd
. Accordingly, the legacy period consists of

n−1 consecutive phases, whose duration can be defined as legd = (n−1) ·di. This division is
performed to prevent the unicast transmissions of all the multicast groups in the DMS mode
from taking place at the same time. In this way, when a new multicast group is created, the
algorithm schedules its DMS period in a different subphase i.

Figure 1.10 illustrates how SDN@Play is able to schedule multiple groups. In this example,
500 ms and 2500 ms have been set for the duration of the DMS and legacy phases, respectively.
Specifically, it can be observed how after registering a multicast address request in Step 1 and
Step 2, the algorithm must find an available phase for the DMS period. In case of free
slots (Step 3.1), this phase is simply scheduled. By contrast, if all the slots are occupied,
the duration of each subphase, di, must be recalculated according to the minimum time
required to obtain the link delivery statistics in DMS, dmsmin, and the maximum duration
dmsmax of the DMS phase to avoid performance degradation (Step 3.2). As a consequence,
the length of the DMS and legacy periods can be expressed as shown in Equation 1.6 and
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Equation 1.7, respectively. Furthermore, if the proportion between phase duration is not
exact, the algorithm will approximate this quantity and maintain the phases ratio. After this
process, the data rate for each multicast group in each AP is recomputed. However, only this
information is reported to the APs, while the logic complexity lies in the SDN controller.

dmsd = max(dmsmin,min(dmsmax, �
L

S
�)) (1.6)

legd = max(L− dmsd, dmsmin) (1.7)

The description presented above shows how SDN@Play introduces an integral multicast
solution that is able to: (i) improve the reliability of the multicast transmissions provided by
the IEEE 802.11 standard; (ii) dynamically adapt the data rate of the multicast applications to
the network conditions; (iii) provide transparent mobility management in multicast scenarios;
and (iv) schedule several multicast services transmitted at the same time.

In summary, the proposal of this Doctoral Thesis demonstrates the huge variety of factors
and challenges that an integrated framework must consider in order to ensure QoS provisioning
in multimedia content distribution over IEEE 802.11 networks. In particular, the main issues
and a wide range of scenarios involving voice and video transmissions have been addressed
from the point of view of the traditional network architecture at the MAC layer, as well as
from the high-level vision provided by the network programmable capabilities of the SDN
paradigm. In this regard, as will be further described in the next section, these proposals
lead to an increase in user satisfaction and to an improvement in radio resource utilization.
All the solutions presented are standard compliant which, together with their low complexity,
make them an attractive proposition that can be applied directly to commercial devices that
are available on the market and in the industry.

23



1.5. Results

1.5. Results

After describing the main proposal of this Doctoral Thesis, in this section we report the
results obtained from achieving the research goals presented in Section 1.3. Furthermore, we
present the articles published in the course of this Ph.D. as a result of completing each goal.

This Thesis started, as described in Goal 1, by reviewing the state of the art in IEEE
802.11 networks. In this review, particular attention was paid to QoS capabilities, as well
as to the unicast and multicast transmission modes in Wi-Fi networks. Moreover, the main
aspects of the machine learning algorithms were also reviewed.

After completing the first goal, the tasks associated with Goal 2 were undertaken. As a
result, it was possible to assess the performance of the multimedia applications in 802.11. The
evaluation conducted allowed us to simulate a wide range of scenarios and identify the main
constraints determining user experience and the QoS level in the IEEE 802.11e amendment.

The work in the first steps of this Thesis provided the basis for the improvements pursued
in Goal 3. This goal corresponded to addressing the pitfalls found in 802.11e and, specifically,
in the EDCA function by means of machine learning techniques. Given the difficulty involved
in this process, the final algorithm was designed in several phases. The first phase aimed
at dynamically estimating the most appropriate values for the AIFSN parameter in EDCA
according to the traffic conditions. This part of the scheme was composed of two predictive
algorithms: a J48 classifier tree and an M5 regression model. The design of the M5 model
was presented in the paper entitled “An AIFSN prediction scheme for multimedia wireless
communications”, published in the “International Conference on Computer Communications
and Networks (ICCCN 2015)” [71], while the main aspects of the development of the J48
classifier were discussed in the work “Dynamic AIFSN tuning for improving the QoS over IEEE
802.11”, published in the “International Wireless Communications and Mobile Computing
Conference (IWCMC 2015)” [72]. From the results obtained in these works we observed that
the standard EDCA parameters achieve the highest performance in both scenarios with a low
traffic load and those with a high traffic load from stations without QoS support. However,
regardless of the traffic load, the gradual separation between the AIFSN values for each AC
led to a decrease in the amount of collisions and retransmissions, which contributed not only
to improving the performance of the voice and video applications, but also the overall quality
of the network. More specifically, the results showed an enhancement in the performance of
the multimedia traffic by an average of 8% with regard to EDCA and a significant collision
reduction of around 12%.

A comparison between the capabilities offered by these algorithms was presented in the
chapter “Ensuring QoS for IEEE 802.11 Real-Time Communications Using an AIFSN Predic-
tion Scheme”, published in the book entitled “Security, Privacy and Reliability in Computer
Communications and Networks” [73]. Even though the nature of the predictive models was
similar, their distinctive features made them especially suitable depending on the network
conditions. This comparison demonstrated that the M5 model ensured the highest perfor-
mance for multimedia services in scenarios with a low traffic load from legacy stations, while
the J48 classifier performed better in the opposite situations. Furthermore, the M5 model
was able to outperform the global network performance with respect to the J48 classifier.
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The results obtained from the third goal showed that there was still room for improvement.
In this regard, the second phase estimated the values assigned to the CW parameter in EDCA,
and combined its capabilities with the functionality of the schemes of the first phase. The tests
conducted in this part demonstrated that CW tuning in scenarios with a low traffic load from
stations without QoS support contributed to outperforming the results achieved by the J48
and M5 initial models. Given the wide variety of schemes and results, the third phase unified
them into a single dynamic algorithm capable of properly choosing the prediction scheme that
selected the most suitable parameter configuration at every moment. The results at this point
showed a boost in the voice and video throughput by an average of 20%, it being 30% in the
absence of legacy stations. These results were described in the paper “An Adaptive Medium
Access Parameter Prediction Scheme for IEEE 802.11 Real-Time Applications”, published in
the journal “Wireless Communications and Mobile Computing (2017)” [1].

Given the difficulty of introducing new standard compliant solutions at the MAC layer,
the tasks defined in Goal 4 were aimed at exploring other innovative ways to address the QoS
provisioning problem in Wi-Fi. To accomplish this goal, the principles of the Software De-
fined Networking paradigm were reviewed, as well as the existing solutions for implementing
these features in radio access networks. In particular, the 802.11 data-path implementation
and the communication between the SDN controller and the APs were analysed in depth.

Once we corroborated the adequacy of the SDN paradigm for the main objective of this
Thesis, in Goal 5 we leveraged the SDN hardware abstractions to investigate the effects of
the network resource allocation on the delivery of multimedia contents. In view of this, a joint
channel assignment and load balancing algorithm was designed to accomplish this goal. The
proposal was assessed in multi-channel environments in a real-world scenario and compared
with RSSI-based user association schemes. The results showed a reduction in channel utiliza-
tion by up to 30% by means of a more efficient user distribution and a decrease in channel
contention. Consequently, the throughput increased by up to 25% without penalizing network
fairness. The results of this work were discussed in the paper “Wi-Balance: Channel-Aware
User Association in Software-Defined Wi-Fi Networks”, published in the proceedings of the
“IEEE Network Operations and Management Symposium (NOMS 2018)” [74]. The initial
capabilities of the algorithm were also shown in a demonstration paper entitled “Wi-Balance:
SDN-based load-balancing in Enterprise WLANs” in the conference “IEEE Conference on
Network Softwarization (Netsoft 2017)” [75].

After achieving QoS enhancements in unicast transmissions through SDN, we studied
whether we could obtain similar benefits in the services delivered in multicast mode in Goal 6.
In this regard, we first evaluated the performance of the multicast policies included in the IEEE
802.11aa amendment in terms of QoE and QoS to identify the most appropriate conditions for
applying each policy. The results of this work were discussed in the paper “QoE evaluation of
the IEEE 802.11aa Group Addressed Service for Robust Audio-Video Streaming”, submitted
to the journal “Sensors” [76], in which it is shown that even a very low number of transmission
errors has a big negative impact on the quality perceived by the end-user. For this reason,
a new hardware abstraction layer (Transmission Policy abstraction) was designed to enable
multicast transmissions in SDN-based WLANs and to allow the SDN controller to configure
the retransmission policy (defined in IEEE 802.11aa) specified for each multicast group at
each AP. This abstraction became the basis for a data rate adaptation algorithm for multicast,

25



1.5. Results

initially presented in the work “SDN@Play: A Multicast Rate Adaptation Mechanism for IEEE
802.11 WLANs”, published in the proceedings of the “IEEE Consumer Communications and
Networking Conference (CCNC 2017)” [77].

The rate selection algorithm is further improved in terms of multicast performance and
coexistence with other unicast streams. These novel capabilities and a comparison with the
standard multicast schemes were discussed in the paper entitled “Programming Abstractions
for Wireless Multicasting in Software-Defined Enterprise WLANs”, published in the “IEEE
International Symposium on Integrated Network Management (IM 2017)” [78]. The results
showed how the algorithm was able to increase the data rate of the transmission and achieve
a reduction in channel utilization of up to 80% without compromising the performance, and
how it could easily scale regardless of the number of receivers. Moreover, a live demonstration
of the functionality of the scheme was presented in the work “Demo: SDN@Play as a strategy
to enhance the multicast delivery rate in WLANs”, published in the proceedings of the “IEEE
Consumer Communications and Networking Conference (CCNC 2017)” [79].

As part of this goal we aimed to guarantee the experience of roaming users when con-
suming multimedia contents. In this regard, we extended the capabilities of the multicast
rate selection algorithm to account for mobile users and manage the operations of various
APs involved in a transmission. Moreover, this mechanism enabled seamless handover, which
prevented the connection from being interrupted, thus increasing the QoS level. Based on the
experimental measurements, we demonstrated that the algorithm performed better than both
our previous proposal and the multicast standard schemes in terms of quality and channel
utilization, also ensuring higher robustness and reliability levels. In fact, we observed that
the delivery ratio for mobile receivers was improved to the extent that it practically reached
the same performance as for stationary ones. As a result of completing these tasks, the work
“Joint Mobility Management and Multicast Rate Adaptation in Software-Defined Enterprise
WLANs” was accepted for publication in the journal “IEEE Transactions on Network and
Service Management (2018)” [3].

In the course of the above evaluation we realized that the presence of several multicast
sessions may saturate the network and affect the performance of the rate selection algorithm.
For this reason, we extended the functionality of the IGMP protocol to make the SDN con-
troller aware of changes in the multicast groups. To achieve Goal 7, the IGMP capabilities
were taken as a basis to implement a new SDN-based algorithm capable of orchestrating mul-
tiple simultaneous multicast services and dynamically selecting the transmission rate of each
multicast group. In this respect, a scalability (considering up to 20 users) and a multiple
groups analysis were conducted in a real-world scenario, establishing a comparison with the
multicast schemes defined in 802.11. The results showed that, due to the low channel uti-
lization, the algorithm was able to improve the efficiency of the multicast video transmissions
and simultaneously deliver a greater amount of information. As a matter of fact, for a con-
siderable number of concurrent multicast transmissions, our algorithm achieves a normalized
throughput of around 96 − 100%, while the two standard mechanisms evaluated offered a
performance of around 40% and 60%, respectively. These results were presented in the paper
entitled “Efficient Real-time Content Distribution for Multiple Multicast Groups in SDN-based
WLANs”, accepted for publication in the journal “IEEE Transactions on Network and Service
Management (2017)” [2].
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Summary of Results

To conclude, once the tasks defined in Section 1.3 had been performed, we were able to
achieve the goals presented in Section 1.2. As a result, the following list of articles have been
published or accepted for publication:

� Goal 3. To improve channel access in IEEE 802.11e.

– “An AIFSN prediction scheme for multimedia wireless communications”, published
in “Proceedings of the International Conference on Computer Communications and
Networks 2015” [71]. The AIFSN prediction scheme based on the use of an M5
regression model is introduced.

– “Dynamic AIFSN tuning for improving the QoS over IEEE 802.11”, published in
“Proceedings of the International Wireless Communications and Mobile Computing
Conference 2015” [72]. The feasibility of the J48 classifier for the AIFSN estimation
problem is assessed.

– “Ensuring QoS for IEEE 802.11 Real-Time Communications Using an AIFSN Pre-
diction Scheme”, published in the book “Security, Privacy and Reliability in Com-
puter Communications and Networks (2016)” [73]. A comparison between the
previous AIFSN prediction schemes is performed.

– “An Adaptive Medium Access Parameter Prediction Scheme for IEEE 802.11
Real-Time Applications”, published in the journal “Wireless Communications and
Mobile Computing (2017)” [1]. The complete EDCA tuning scheme based on the
network conditions is defined and evaluated via simulation. This paper is included
in the Thesis on page 31.

� Goal 5. To enable efficient channel selection and user association in WLANs.

– “Wi-Balance: Channel-Aware User Association in Software-Defined Wi-Fi Net-
works”, published in “Proceedings of the IEEE Network Operations and Manage-
ment Symposium 2018” [74]. A joint SDN-based channel assignment and load
balancing algorithm is implemented and evaluated on real devices. This paper is
included in the Thesis on page 53.

– “Wi-Balance: SDN-based load-balancing in Enterprise WLANs”, published in “Pro-
ceedings of the IEEE Conference on Network Softwarization 2017” [75]. The capa-
bilities of the channel assignment and load balancing algorithm are shown in a live
demonstration involving current commercial devices.

� Goal 6. To enable robust multimedia transmissions and seamless user mobility in mul-
ticast environments.

– “QoE evaluation of the IEEE 802.11aa Group Addressed Service for Robust
Audio-Video Streaming”, submitted to the journal “Sensors (2018)” [76]. It
presents a review of the multicast mechanisms introduced in IEEE 802.11aa and a
quantitative performance evaluation in terms of QoS and end-user QoE.
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– “SDN@Play: A Multicast Rate Adaptation Mechanism for IEEE 802.11 WLANs”,
published in “Proceedings of the IEEE Consumer Communications and Networking
Conference 2017” [77]. It presents an SDN abstraction for dynamically selecting
the multicast policy used for each multicast group and a draft design for a rate
selection algorithm in multicast scenarios.

– “Demo: SDN@Play as a strategy to enhance the multicast delivery rate in WLANs”,
published in “Proceedings of the IEEE Consumer Communications and Networking
Conference 2017” [79]. The functionality of the data rate adaptation algorithm for
multicast applications is initially shown on a real-world testbed.

– “Programming Abstractions for Wireless Multicasting in Software-Defined Enter-
prise WLANs”, published in “Proceedings of the IEEE International Symposium on
Integrated Network Management 2017” [78]. The complete multicast rate selection
algorithm that ensures coexistence with other unicast streams is implemented and
evaluated in real environments. This paper is included in the Thesis on page 65.

– “Joint Mobility Management and Multicast Rate Adaptation in Software-Defined
Enterprise WLANs”, accepted for publication in the journal “IEEE Transactions
on Network and Service Management (2018)” [3] . The capabilities of the transmis-
sion rate adaptation algorithm are extended to ensure seamless mobility and high
performance for roaming users. This paper is included in the Thesis on page 77.

� Goal 7. To orchestrate multiple simultaneous multicast services.

– “Efficient Real-time Content Distribution for Multiple Multicast Groups in
SDN-based WLANs”, accepted for publication in the journal “IEEE Transactions
on Network and Service Management (2017)” [2]. The designed algorithm is ca-
pable of scheduling several multimedia multicast services that are simultaneously
transmitted in real scenarios. This paper is included in the Thesis on page 93.

1.6. Summary of Publications

In the preceding sections we have presented the research goals that have motivated this
Doctoral Thesis. Furthermore, we have described the main proposal of this dissertation and
the outcomes obtained from different works. In this regard, the articles published in the
course of this Ph.D. are shown below, and classified by publication type, including those that
are not directly related to the main objective of this Thesis but arose as a result of other
works and collaborations.

� JCR Journals

– “An Adaptive Medium Access Parameter Prediction Scheme for IEEE 802.11
Real-Time Applications”. Wireless Communications and Mobile Computing.
2017 [1]. (IF:1.899, Q2. Published).

– “Efficient Real-time Content Distribution for Multiple Multicast Groups in
SDN-based WLANs”. IEEE Transactions on Network and Service Management.
2017 [2]. (IF:3.134, Q1. Accepted).
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– “Joint Mobility Management and Multicast Rate Adaptation in Software-Defined
Enterprise WLANs”. IEEE Transactions on Network and Service Management.
2018 [3]. (IF:3.134,Q1. Accepted).

– “QoE evaluation of the IEEE 802.11aa Group Addressed Service for Robust
Audio-Video Streaming”. Sensors. 2018 [76]. (IF:2.677, Q1. Under review).

� International Conferences

– “An AIFSN prediction scheme for multimedia wireless communications”. Proc. of
IEEE ICCCN 2015 [71]. (CORE A. Conference Rating class 2).

– “Dynamic AIFSN tuning for improving the QoS over IEEE 802.11”. Proc. of IEEE
IWCMC 2015 [72]. (CORE B. Conference Rating class 3).

– “SDN@Play: A Multicast Rate Adaptation Mechanism for IEEE 802.11 WLANs”.
Proc. of IEEE CCNC 2017 [77]. (CORE B. Conference Rating class 3).

– “Programming Abstractions for Wireless Multicasting in Software-Defined Enter-
prise WLANs”. Proc. of IEEE IM 2017 [78]. (CORE A. Conference Rating
class 3).

– “Wi-Balance: Channel-Aware User Association in Software-Defined Wi-Fi Net-
works”. Proc. of IEEE NOMS 2018 [74]. (CORE B. Conference Rating class 3).

– “Lasagna: Programming Abstractions for End-to-End Slicing in Software-Defined
WLANs”. Proc. of IEEE WoWMoM 2018 [80]. (Core A. Conference Rating
class 3. Under review).

� Demonstrations and Posters in International Conferences

– “Demo: SDN@Play as a strategy to enhance the multicast delivery rate in WLANs”.
Proc. of IEEE CCNC 2017 [79]. (CORE B. Conference Rating class 3).

– “Wi-Balance: SDN-based load-balancing in Enterprise WLANs”. Proc. of IEEE
Netsoft 2017 [75].

– “Wi-Not: Exploiting Radio Diversity in Software-Defined 802.11-based WLANs”.
Proc. of IEEE NOMS 2018 [81]. (CORE B. Conference Rating class 3).

� Book Chapters

– “Ensuring QoS for IEEE 802.11 Real-Time Communications Using an AIFSN Pre-
diction Scheme”. Security, Privacy and Reliability in Computer Communications
and Networks. 2016 [73].

� National Conferences

– “Esquema de predicción dinámica de AIFSN para mejorar la QoS en redes IEEE
802.11”. Jornadas de Paralelismo 2015 [82].

– “Un nuevo enfoque para la adaptación de caudal en transmisiones multicast en
SDWN”. Jornadas de Paralelismo 2016 [83].

– “Gestión de la movilidad de usuarios basada en SDN para aplicaciones multicast
en WLANs”. Jornadas de Paralelismo 2017 [84].
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Multimedia communications have experienced an unprecedented growth due mainly to the increase in the content quality and the
emergence of smart devices.The demand for these contents is tending towards wireless technologies. However, these transmissions
are quite sensitive to network delays. Therefore, ensuring an optimum QoS level becomes of great importance. The IEEE 802.11e
amendment was released to address the lack of QoS capabilities in the original IEEE 802.11 standard. Accordingly, the Enhanced
DistributedChannel Access (EDCA) functionwas introduced, allowing it to differentiate traffic streams through a group ofMedium
Access Control (MAC) parameters. Although EDCA recommends a default configuration for these parameters, it has been proved
that it is not optimum inmany scenarios. In this work a dynamic prediction scheme for these parameters is presented.This approach
ensures an appropriate traffic differentiation while maintaining compatibility with the stations without QoS support. As the APs
are the only devices that use this algorithm, no changes are required to current network cards.The results show improvements in
both voice and video transmissions, as well as in the QoS level of the network that the proposal achieves with regard to EDCA.

1. Introduction

Wireless technologies have experienced a marked increase
in popularity over the past few years. As a result, the trend
towards the use of wireless networks has been noticeable,
and nowadays it is possible to find them in many different
scenarios such as hospitals, airports, and universities. Due
to their simplicity of deployment, low cost, and multimedia
content support, IEEE 802.11 [1] networks have become
essential and have reached a leading position in the market.

Access mode to the Internet and consumption patterns
are also changing, especially those related to multimedia
applications. In fact, the development of new video coding
standards has led to an enhancement in the quality of the
contents and a growth in the number ofHighDefinition (HD)
video streaming services. However, this improvement results
in an increase in the volume of data that must be transmitted
over the network.This new trend comes from the emergence
of intelligent devices such as smartphones, tablets, and new

generation game consoles. All these devices share a common
feature, namely, being equipped with IEEE 802.11 interfaces.

Real-time applications have highQuality of Service (QoS)
requirements, which are not provided by the original IEEE
802.11 standard.This drawback leads to developing the IEEE
802.11e amendment [2], where the QoS level is improved by
introducing EDCA (Enhanced Distributed Channel Access)
as a medium access function. EDCA is able to classify and
prioritize the traffic by defining a group of medium access
parameters. Nevertheless, some research proves that there are
still some limitations in the QoS field that must be overcome,
particularly with respect to voice and video transmissions.

In addition to stations with QoS support, IEEE 802.11e
networks can be also composed of legacy stations. Legacy
stations do not offer QoS capabilities and cannot make
modifications to themedium access parameters. Accordingly,
and with the aim of maintaining the interoperability between
both types of stations, EDCA recommends the use of a group
of values for these parameters. In spite of improving the
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performance of real-time applications, these values are not
optimum for voice and video communications in a huge
number of scenarios. For that reason, making an appropriate
adjustment to these parameters becomes a key issue.

Artificial Intelligence (AI) techniques are developed to
solve complex problems that usually require human reason-
ing. In this context, the use of such methods may be useful
given the diverse conditions that can be found in a wireless
network. In particular, the number of collisions of the net-
work is one of the factors that determines the network status
in a more significant way. Therefore, the application of AI
techniques could make it possible to find traffic patterns and
contribute to enhancing the QoS level and the performance
of the network.

In this paper, we introduce a dynamic prediction scheme
for the medium access parameters in EDCA to improve the
QoS level over IEEE 802.11 WLANs.The suitable selection of
the waiting time periods for every Access Category (AC) to
access the channel leads to a reduction in the collisions in
the network, mainly between voice and video frames. This
strategy achieves, therefore, a double objective: on the one
hand, the quality of the multimedia communications is con-
siderably enhanced; on the other hand, it allows for a channel
usage optimization. The major contribution of this paper is
the capacity to adapt the EDCA configuration dynamically
based on the traffic conditions by using a group of simple
rules at the Access Point (AP). Thus, it only requires a few
small modifications to the AP firmware, maintaining full
compatibility with current commercial network cards.

The remainder of this paper is organized as follows.
Section 2 reviews the IEEE 802.11e amendment and some
proposals that aim to enhance the QoS level. Section 3 gives
a summary of the Artificial Intelligence techniques used in
this research. In Section 4 we introduce the proposed scheme
and the most relevant design aspects, while in Section 5 the
details of the implementation process are presented. Section 6
describes the final dynamic predictive model. As this pro-
posal has been designed as an incremental process, the results
of the performance evaluation and a comparison with EDCA
are also discussed in this section. Finally, Section 7 provides
some concluding remarks on our work.

2. QoS in IEEE 802.11 Networks

The original IEEE 802.11 standard introduces two functions to
access the wireless medium, which cannot provide QoS capa-
bilities. These functions are called Distributed Coordination
Function (DCF) andPointCoordination Function (PCF). For
this reason, the IEEE 802.11e amendment was developed.

2.1. IEEE 802.11e. The IEEE 802.11e amendment was released
with the aim of providing QoS support to voice and video
applications over IEEE 802.11 WLANs [2]. Actually, the main
feature of this amendment is the capacity to differentiate
traffic flows and services. As backward compatibility must be
kept, a distinction is drawn between the stations that support
QoS (QSTAs) and the stations that use DCF and do not offer
such support (nQSTAs). For this purpose, the 802.11e amend-
ment implements the Hybrid Coordination Function (HCF).

Table 1: Default EDCA parameter set for IEEE 802.11g PHY layer.

AC CWmin CWmax AIFSN TXOP
AC BK aCWmin aCWmax 7 —
AC BE aCWmin aCWmax 3 —
AC VI (aCWmin + 1)/2 − 1 aCWmin 2 3.008ms
AC VO (aCWmin + 1)/4 − 1 (aCWmin + 1)/2 − 1 2 1.504ms

This function is composed of two channel access methods:
HCF Controlled Channel Access (HCCA) and EDCA. As
was the case with PCF, the first of them follows a centralized
scheme to access the medium, while the second one works in
a distributed way, as DCF does. To this end, the HCF imple-
mentation is mandatory for all the QSTAs. Nevertheless, only
EDCA is supported by commercial network cards on current
devices as a method for accessing the wireless medium.

EDCA improves the capabilities ofDCFanddistinguishes
between eight User Priorities (UPs). Moreover, four ACs are
defined, which are derived from the UPs and are in charge
of classifying the traffic streams. In this way, in order to from
highest to lowest priority, Voice (VO), Video (VI), Best Effort
(BE), and Background (BK) Access Categories are consid-
ered, as sketched in Figure 1. Each ACworks on its own trans-
mission queue and is characterized by an EDCA parameter
set.The EDCAparameter set specifies a priority level through
an Arbitration Interframe Spacing Number (AIFSN) com-
bination, a Transmission Opportunity interval (TXOP), and
the duration of the Contention Window (CW). In order to
provide a fair transmission for the DCF stations, the IEEE
802.11e amendment defines a standard combination of the
medium access parameters, as shown in Table 1.

The Arbitration Interframe Spacing (AIFS) period deter-
mines the amount of time that a station must wait before
beginning a new transmission.This is derived from the AIFS
Number (AIFSN) value for each AC, as can be seen in (1)
where the SlotTime denotes the duration of a slot according
to the physical layer, and the Short Interframe Space (SIFS)
refers to the amount of time used by high priority actions that
require an immediate response.

AIFS[AC] = AIFSN[AC] ⋅ SlotTime + SIFS. (1)

The CW size sets the length of idle time; after that a
transmission of a given station may occur. The CW values
are assigned in the inverse order to that of the priority of the
corresponding AC. Whenever an unsuccessful transmission
takes place, the CW follows an increment sequence in powers
of two minus one. In this way, the size of CW could be
increased until it reaches at most the value of CWmax. It must
keep this value until a frame is successfully transmitted, CW
being reset to CWmin.This algorithm is not exactly the same
as that used by DCF stations [3]. In this case, whenever the
medium is sensed busy after an AIFSN period, the counter
previously mentioned is decreased by one time slot. Due to
this change, the use of an AIFSN value of 3 time units by the
BE traffic provides a similar priority to that offered to theDCF
traffic. Likewise, TXOPs allows the transmission of multiple
streams without gaining the medium access every time that a
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8 UPs are mapped into 4 ACs

AC_BK AC_BE AC_VI AC_VO

AIFS [AC_BK]

CWmin [AC_BK]

CWmax [AC_BK]

AIFS [AC_BE]

CWmin [AC_BE]

CWmax [AC_BE]

AIFS [AC_VI]

CWmin [AC_VI]

CWmax [AC_VI]

AIFS [AC_VO]

CWmin [AC_VO]

CWmax [AC_VO]

Scheduler: upon parallel access to the wireless medium at the same time lost,
the AC with highest priority transmits

Transmission attempt

Figure 1: EDCA Access Categories mapping.

frame is transmitted.Therefore, they are usually used in real-
time applications.

The AP of the network sends the EDCA parameter set
through beacon frames to the stations of a Basic Service Set
(BSS).The IEEE 802.11e amendment allows theAPs tomodify
the values for this parameter set. However, no mechanism is
considered in this amendment for carrying out this task and
most commercial devices do not implement it.

2.2. Dynamic Adaptation in IEEE 802.11e. Wireless networks
are conditioned by a huge set of factors that can change over
time. For instance, the QoS level provided for all the services
becomes worse as the congestion of the network and the
number of collisions increase. In this regard, the usage of
optimum values for the MAC parameters gains importance
when trying to access the wireless medium in amore efficient
way. In view of the above, several proposals have appeared
with the aim of overcoming the QoS limitations that exist
in IEEE 802.11 networks. They could be classified into three
different categories: solutions designed at the link layer
related to the medium access parameters, schemes designed
at other layers such as the application level, andmathematical
theories and formal models.

Recently, adapting the medium access parameters has
taken increased importance. Depending on the selected
values, the channel access can be more efficient, this being
reflected in a significant reduction in the collisions and an
increase in the QoS level.This aspect is of particular interest
in the case of multimedia traffic transmitted in real-time
due to their inherent temporal restrictions. This aspect has
been studied in [4], in which it is shown the notable effect
that using adequate priority parameters has on the network
performance. After an analysis of these parameters using

different priorities, it is shown that only the CW and the AIFS
are associated with improvements, while the TXOP has no
effect in the studied scenarios.

In this context, other authors have also examined this
issue from a different point of view. In [5] a set of scenarios is
presented in which several values for the AIFSN and CW are
taken into account.Through this analysis, it is proved that the
appropriate selection of the AIFSN combination contributes
to reducing the collisions among the traffic of different ACs.
Furthermore, the adequate tuning of the CW also leads to an
enhancement of theQoS level.This conclusion is also reached
in [6], where it is pointed out that a decrease in both the
collisions and access media delay leads to an improvement
in the efficiency of the network.

In [7] an adaptation scheme for the duration of CW is
introduced, achieving better results than EDCA. However,
compatibility with legacy DCF stations is not considered. To
address this issue, another proposal presents a new way of
offering backward compatibility with the DCF stations [8].
This algorithm prioritizes the voice and video traffic streams
over the others. As the priority of the DCF stations cannot be
modified by updating the EDCAparameter set, theCWsize is
increased by retransmitting packets that are properly received
by the DCF stations. In this way, the priority of the stations
that use EDCA decreases. Nevertheless, unnecessary traffic is
introduced into the network.The tuning of CW is also taken
into account in [9] for collision avoidance, outperforming the
results of EDCA in terms of medium access delay.

An approach with this same goal is presented in [10],
where three possible load levels are considered.This proposal
achieves a reduction in the number of retransmissions and
an enhancement in network performance. However, there
is a drop in the voice and video traffic transmitted, which
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impairs its temporal restrictions. With the same aim, the
approach proposed in [11] is based on the reservation and
scheduling of multiple TXOPs, reducing in this way the
number of collisions in the network. Nevertheless, using
several consecutive TXOPs may penalize the remaining real-
time applications, since they cannot access the channel for a
certain amount of time.

Some other authors model their own medium access
functions on the sidelines of EDCA or DCF. However, this
type of models is usually incompatible with the operation
mode of IEEE 802.11. In [12] a new function that combines
the features of both DCF and EDCA functions is proposed.
Indeed, it establishes a protocol that is able to determine the
next transmitter according to a probability that depends on
the priority of the traffic. Nevertheless, this approach cannot
maintain interoperability with the current network cards.

Other approaches focus on ensuring an optimum level
of QoS by carrying out any kind of optimization over other
network layers. In [13] a middleware at the application level
to improve the multimedia traffic performance is introduced.
In particular, the main goal of this scheme is to maximize
the provisioning quality to wireless clients in case of anomaly
conditions in the network. Another scheme at this same
level is proposed in [14]. iPAS is presented as a new way
to adapt the priority of multimedia frames to establish an
adequate bandwidth according to a group of QoS-related
parameters. The architecture of this approach is composed
of two main blocks: the iPAS server and the iPAS client.The
iPAS client collects information about stream preferences,
which is sent as feedback to the iPAS server. Then, based
on these data, the iPAS server is responsible for managing
bandwidth resources bymeans of a stereotype-based resource
allocation mechanism and a bandwidth estimation scheme.

The design of an analytical model to improve network
performance has also been considered. Nevertheless, most of
these models make assumptions that may not be fulfilled in
real transmissions. In [15] a model using Markov chains is
defined. However, the same bit rate is considered for all the
stations. By contrast, this issue is addressed by means of a
bandwidth control scheme in [16]. In a similar way, themath-
ematical model presented in [17] is only tested under network
saturation conditions. Finally, authors in [18] evaluate the
model under an ideal channel scenario.

Although they are less common, besides Markovian
models, 𝑝-persistent models have also been used. In [19] a
time-domain analysis has been carried out in order to check
the CSMA/CA performance and model the EDCA behavior
from a different point of view. In spite of being properly
validated via simulations, it is assumed that no transmission
errors occur in the channel during the transmissions and all
the stations always have a packet to send.

Althoughmost of the described proposals outperform the
results achieved by EDCA, it is not possible for all of them to
maintain interoperability with legacy DCF stations. Actually,
in many cases, these models experience compatibility prob-
lems with the IEEE 802.11 standard or introduce additional
control traffic overhead in the network. In particular, despite
this subject having been widely discussed, there are no other

works that make use of Artificial Intelligence techniques to
adapt the medium access parameters of EDCA.

3. Supervised Learning

Supervised learning refers to the task of defining a model,ℎΘ(𝑥), from supervised training data. The information rel-
ative to objects in this data is represented by a set of 𝑛
input features, 𝑋 = (𝑋1, . . . ,𝑋𝑛), and an output variable,𝑌. In supervised learning, data is defined as a pair, (𝑋,𝑌),
whose current outputs are already known (that is why it is
called supervised). The process is in charge of analyzing the
training data andusing them to induce amodel able to predict
other unlabelled data (𝑦) when only the values of their input
features (𝑥) are known.

The learning process may be of a different nature. In
classification problems, the goal is to determine the class
of an instance which is unknown (𝑌 ∈ {𝑐1, . . . , 𝑐𝐾}). These
models can be represented in several ways such as decision
trees or classification rules. Regression analysis refers to a
statistical methodology used in cases of numeric prediction.
It is expected to identify distribution patterns in the current
data, obtaining 𝑌 ∈ R, and therefore ℎΘ(𝑥) ∈ R.

In this work, both types of supervised learning described
above are utilized. 𝑋 represents the parameter configuration
used for managing the voice and video traffic in a network,
whereas the output 𝑌 represents the throughput achieved by
this setting. More specifically, in the case of the regression
model, ℎΘ(𝑥) ∈ R returns the predicted throughput of
the network, 𝑦, given the parameter configuration 𝑥. By
contrast, using the same configuration 𝑥, the classification
model provides a label 𝑌 for such an instance.

There are a large number of supervised learning mod-
els for regression, such as Linear Regression [20], Neural
Networks [21], Support Vector Machines [22], or Regression
Trees [23]. Selecting a certain model depends mainly on the
aim of the application. Some of them are more powerful than
others; in other words, they achieve greater precision and
can detect more relevant patterns in data. However, the ease
with which they can be interpreted can be an issue in some
scenarios. Models such as Neural Networks are considered
Black Boxmodels due to the fact that the information related
to underlying patterns in data cannot be extracted from them.
In contrast, Regression Trees can be easily interpreted and
provide useful information regarding the relation between
input and output features. Another important issue concerns
computational complexity. For instance, obtaining 𝑦 from 𝑥
with a Neural Network implies some matrix multiplications
and can be too slow in some settings. However, processing
a regression tree might only require a few comparisons.This
becomes particularly important when using these models in
real-time applications.

Due to the application domain of thiswork, it is important
to select models that can quickly obtain the required result.
The models must be used in real-time to determine the
parameter setting that achieves a higher throughput. It is
also important that the obtained models can be interpreted,
analyzed, and evenmodified after having been learned. In the
context of this work, a J48 classifier tree and aM5 regression

2.1. An Adaptive Medium Access Parameter Prediction Scheme for IEEE
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model have been selected. They are further described in the
sections below.

3.1. J48 Classifier Tree. The J48 classifier tree is based on the
C4.5 algorithm, which is the successor to the ID3 algorithm
[24].This tree can be found in the weka package for machine
learning [25]. This model aims to design a decision tree that
is as short as possible. The algorithm follows a recursive
procedure by means of a heuristic greedy search to obtain the
final model. In this way, it selects every attribute according
to its gain ratio (see (2)). This guideline expressly refers to
the information gain obtained as a result of the classification
made and the entropy of the predictive variable,𝑋𝑖.

Gain ratio = 𝐼 (𝐶,𝑋𝑖)𝐻 (𝑋𝑖) = 𝐻 (𝐶) − 𝐻 (𝐶/𝑋𝑖)𝐻 (𝑋𝑖) . (2)

The information gain is given by the expression 𝐼(𝐶,𝑋𝑖),
which obtains themutual information between𝑋𝑖 and𝐶; that
is, the algorithm evaluates the potential uncertainty when
classifying an attribute 𝑋𝑖 on a set 𝐶. This is calculated as
the difference between the entropy of the different outputs
of the set 𝐶, 𝐻(𝐶), and the entropy obtained after using
a certain attribute 𝑋𝑖, 𝐻(𝐶,𝑋𝑖). In order to prevent the
variables with a wider range of possible values from being the
biggest beneficiaries in the classification, the information gain
is weightedwith the entropy of the predictive variable,𝐻(𝑋𝑖).

The algorithm divides the training set into several subsets
that are as pure as possible until a leaf node is reached. In
this respect, the following internal node to be selected is
the attribute whichmaximizes the aforementioned gain ratio.
Once the tree has beenmodeled, this algorithm also incorpo-
rates a pruning technique to reduce its size and complexity.
In the context of this work, an example of a subtree of the J48
classifier designed can be observed in Figure 2. In this way,
it is possible to calculate the label for a certain combination
which is situated at the leaf nodes. This label is obtained by
using the rest of the parameters as an entry point for the tree.

3.2. M5Rules. The M5 algorithm [23] represents ℎΘ(𝑥) ∈ R
as a regression tree and is very similar to its counterpart,
c4.5 [24], which is used for classification problems. This tree
represents a division of the input space and each node defines
a condition over some input attribute 𝑋𝑖. For instance, a
node defined by the condition [VI channel occupancy <=
0.341] represents the branch which would be used to proc-
ess all objects whose value for variable VI channel occu-
pancy is smaller than 0.341. Meanwhile, the other branch
would be used to process the remaining cases. Each leaf
represents an input subspace and corresponds to the cases
which fit the conditions represented by the path from the root
of the tree to the leaf.

In M5, there are two possibilities to obtain the output
values for the cases falling into a leaf of the tree. The first
one, namely, regression tree, uses themean output value of the
training data falling into that leaf as default prediction. The
second one, namely, model tree, learns a multivariate Linear
Regression equation from the training data corresponding to
the leaf and uses it to predict the output values.

VI
occup.

DCF
occup.

VI
occup.

Comb. 1 GB
occup.

VO
occup.

DCF
occup.

VO
occup.

Comb. 3 Comb. 1 Comb. 7

>30% ≤30%

>15%

>57%

≤15%

≤57% >11% ≤11%

>22% ≤22%

Figure 2: Example of subtree obtained by the J48 classifier tree.

Rule: 1
IF

VI channel occupancy <= 0.341
THEN
max th[0] =−0.0449 ∗ global channel occupancy

+ 0.0701 ∗ DCF channel occupancy
+ 0.1152 ∗ BE channel occupancy− 0.0392 ∗ VI channel occupancy− 0.279 ∗ VO channel occupancy
+ 2.0059 [151/2.844\%]

Algorithm 1: Example of rule induced byM5Rules.

The algorithmM5Rules is also included in theweka pack-
age. It first learns a regression (or model) tree from training
data by means of the implementation of M5 included in this
package, namely,M5P, and then extracts a set of rules. Algo-
rithm 1 shows an example of the rules obtained. So that the
value of all objects for variable [VI channel occupancy <=
0.341]; the output value is obtained as a linear expression
from the remaining (5) variables. The information [151/
2.844\%] indicates that 151 objects of the training dataset
fall into that leaf and that the relative error obtained for those
objects is 2.844%.

4. MAC Parameter Tuning Design

In recent times, the number of applications with high
QoS level requirements has increased as a result of the
improvement in the quality of the multimedia contents.
Consequently, traffic patterns in wireless networks have also
changed significantly.
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Voice and video traffic transmitted in real-time is espe-
cially sensitive to latency and packet losses.Therefore, it must
be given an even higher priority. The IEEE 802.11e amend-
ment and the introduction of EDCA allow the definition of
medium access parameters for each traffic type. However, due
to the complexity involved in determining the traffic condi-
tions at everymoment, this amendment uses a default combi-
nation for these parameters instead of providing amechanism
for their adaptation. Moreover, the aforementioned param-
eters cannot be tuned in the case of legacy DCF stations.
For this reason, compatibility with these stations becomes an
important issue.

This paper presents a dynamic tuning scheme for the
medium access parameters in EDCA to enhance QoS dif-
ferentiation, targeted for real-time applications. The priority
assigned to each AC is variable and depends on the traffic
conditions.These priority levels are calculated by employing
Artificial Intelligence techniques which consider both traffic
flow patterns and network status. Furthermore, the scheme
is fully compatible with EDCA, not being necessary to make
changes to current network cards. Moreover, it seeks to
ensure backward interoperability between the stations that
use EDCA and those that use DCF.

4.1. Design Considerations. In order to optimize the perfor-
mance of EDCA, it has been demonstrated that the AIFSN
and the CW parameters are the most relevant factors [4–
6]. Accordingly, the proposal focuses on determining the
most suitable values for these parameters and adjusting them
dynamically over time. In this way, it is possible to provide
a more efficient mechanism to access the wireless medium.
This improvement, in turn, allows it to reduce the collisions
among the streams of both different and the same ACs. This
leads to an enhancement in the QoS level, mainly for the
voice and video traffic, due to its particular requirements for
transmission in real-time.

Our scheme aims to improve the performance of real-
time applications inWi–Fi networks by reducing the number
of collisions. One of the most serious difficulties in EDCA
is precisely the huge amount of collisions that take place
between voice and video transmissions, which are usually
caused because they use the same AIFSN value and a very
short length for the CWmin and CWmax parameters. In this
context, a reduction of the number of collisions can be
addressed in two ways: (i) increasing the separation between
the AIFSN values for the voice and video applications and (ii)
rising the length for the CWmin and CWmax parameters.

From the point of view of the AIFSN combination, the
increase of the values must be performed on the video AC
given that voice transmissions have stricter time constraints.
The usage of AIFSN values higher than 2 slots for the video
AC allows the voice applications to be provided with longer
exclusive time periods to access the channel. Accordingly,
collisions between voice and video frames would be reduced.
Moreover, when voice packets collide and must be retrans-
mitted, they could be long delayed or even discarded because
of reaching the maximum deadline. As a consequence, the
user experience would be highly damaged. On the other

hand, if the AIFSN value for the video AC is increased, the
values for the BE and BK ACs must be accordingly increased
in an equal or greater proportion in order not to impair
the video transmissions. However, if the network is partially
composed of stations that use the original IEEE 802.11 stan-
dard (i.e., they use the DCF function), these legacy stations
would have a higher priority to access the channel than the
video applications, hence resulting in a noticeable decrease
in the QoS performance.

Regarding the CW size, an increase of this parameter
would directly lead to a reduction in the number of collisions
in the network with respect to EDCA. This matter takes on
particular importance for the voice and video traffic due to
the short values defined for these ACs in EDCA. However, a
significant enlargement of CW size would involve an increase
in the waiting time to access the wireless medium. As a
result, the real-time applications would be the most affected
by this modification and the legacy stations would acquire
even greater priority.

As can be seen, transmissions in wireless networks can be
determined by several factors. For this reason, the complexity
involved in determining the network conditions and tuning
the medium access parameters according to them is consid-
erably high. To perform this task, the most relevant factors
are described below.

(i) Number of Active Applications of Each Type of Traffic.
This parameter can be identified in a simple way by the
AP. However, this is insufficient at a particular moment
because it cannot provide further information about the
current conditions of the network: that is, the scheme will
not be allowed to obtain real information about the current
occupancy of the wireless channel.

(ii) Application Bit Rate. Linked to the previous one, this
factor provides more detailed information about the wireless
medium status. Unfortunately, it is difficult to calculate in
real-time. To identify these values it is necessary to introduce
periodic control traffic in the network. Nevertheless, this
feature is not typically used in IEEE 802.11e.

(iii) Transmission Rate. Each station may carry out its trans-
missions by using a different transmission rate.Therefore, the
specific period of time that each of them keeps the channel
busy is different. This parameter would be a good way of
estimating the network conditions. Nonetheless, this value
needs to be used jointly with the above factors.

(iv) Presence or Absence of Legacy DCF Stations.The existence
of DCF applications restricts the use of priority parameters
in EDCA, given that these values cannot be duly adjusted for
these stations.

(v) Occupancy Level of the Wireless Medium. The amount of
time that each traffic type keeps the medium busy allows us
to obtain a good approximation of the network conditions.
Indeed, the approximation that this only parameter can
provide in a simple way is similar to that obtained by taking
together all the previously described factors.

2.1. An Adaptive Medium Access Parameter Prediction Scheme for IEEE
802.11 Real-Time Applications
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Step 1:
AIFSN tuning

J48 classifier
tree

M5 regression
model

Step 2:
CW tuning

Step 3: dynamic
EDCA tuning scheme

Figure 3: Dynamic EDCA prediction scheme’s phases.

The proposed method requires to be used in real-time
contexts without degrading the network performance, so the
model should not be computationally complex. In this way,
the medium access configuration can be recalculated at short
intervals to achieve more accurate results. In this regard, AI
techniques may be useful in identifying traffic patterns and
determining optimum priority values for each AC. Further-
more, these techniques make it possible to simplify the huge
amount of information that is involved in determining the
network conditions. In this way, it is possible to handle only
the information which plays a critical role in ascertaining the
channel status.

4.2. Proposal Description. Given the presented constraints,
our scheme takes into account the considerations described
above. Firstly, the algorithm selects the optimum AIFSN
combination depending on the current channel conditions.
After that, and based on these values, the scheme calculates
accordingly the most appropriate size for the CW parameter.

To ensure a better QoS differentiation, this proposal is
divided into three phases, as depicted in Figure 3. The first
phase involves the adaptation of the AIFSN combination
through the design of two independent predictive models: an
M5 regression model and a J48 classifier tree. To design these
models, a deep training stepmust be performed.This training
must consider a wide range of network situations to ensure
that the models are built as close as possible to real environ-
ments.The prediction obtained from these models is used in
the second phase, when the optimization of the CW size is
carried out. In the third phase, all the designed models are
unified into a single schemewhich is able to discern the use of
every one of them according to the network conditions. The
appropriate selection of these priority valuesmakes it possible
to reduce both the internal and external collisions.This result
is especially suitable for the multimedia traffic enhancement.
Moreover, the usage of the wireless channel is optimized and,
as a consequence, the network performance is also improved.

Init
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Calculate the
current channel

occupancy

Calculate the
optimum

AIFSN and
CW values

Include the EDCA
parameter set in
a beacon packet

Update the values
of the EDCA
parameter set

Yes

Found a better
combination? No

Update last
model check

time

Time since the
last model check

> 1 sec

Figure 4: MAC parameters update process.

The proposed scheme is loaded in the APs of the network
by introducing a few modifications in the firmware. In this
regard, the predictive models, which are already trained
and built, are ready to be used at any time. Therefore, it
ensures the direct application on real environments, where
the information about the network conditions is only used
as input for the predictive scheme to obtain and update the
appropriate EDCA values.

Traffic conditions may change rapidly, so the periodic
update of the priority parameters becomes an important
matter to consider. After evaluating different amounts of
time, this recalculation period has been set to one second.
Within the selected time, the AP of the network must
determine the optimum priority values of that very moment
and check whether they are equal to the current ones. If any
difference is found, the APmust notify these new parameters
to the stations. Once the optimum EDCA combination has
been found, the updated information is embedded in an
EDCA parameter set and transmitted via beacon frames. In
this way, it avoids introducing additional control traffic into
the network.The process described above can be observed in
Figure 4.

The beacon interval is usually set to 100ms; therefore,
if required, the values could be updated at every interval.
However, channel conditions do not usually suffer relevant
changes in such a short period and it would only cause abrupt
modifications in the parameters that would not allow the
algorithm to converge properly. The tests performed to set
this period showed that the results were similar for updating
periods from 1 to 5 seconds, these being less accurate when
selecting a longer interval due to the excessive amount of
time without updating the network information. Given the
similarity among the previous periods, the final selection
of a one-second interval was also due to the intention of
implementing a scheme as appropriate for real environments
as possible, where noises ormovementsmay change suddenly
the channel status.
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Table 2: Features of the dynamic adaptation schemes.

IEEE 802.11
compatibility

Additional
traffic Efficiency Prioritization

QoS
performance
with DCF and
EDCA stations

Designed for
saturated traffic Main issues

Our proposal Yes No Efficient AIFSN + CW Higher than
EDCA No —

i-EDCA [7] Yes No Efficient CW Lower than
EDCA No

Bad result in the
presence of DCF
stations. Only uses

CW

DACKS [8] Yes No Very inefficient CW Higher than
EDCA No

Very inefficient.
Retransmits correct

packets

AEDCA [9] Yes No Efficient CW Lower than
EDCA No

Bad results in the
presence of DCF
stations. Only uses

CW

MMDP-
FMAC
[10]

Yes No Efficient Fair allocation Lower than
EDCA No

Bad results in the
presence of DCF
stations. Problems
with the deadline of

the real-time
applications

Hamidian and
Körner [11] Yes No Efficient TXOP Similar to

EDCA No
Problems with the
deadline of the

real-time applications

QHDCF [12] No Yes Efficient Centralized
priority

Higher than
EDCA No

Incompatible with the
standard. Uses

modified packets

iPAS [14] No Yes Inefficient Centralized
priority

Lower than
EDCA No

Incompatible with the
standard. Requires
stations changes.

Introduces additional
control traffic

Banchs and
Vollero [17] Yes No Efficient CW Lower than

EDCA Yes

Bad results in the
presence of DCF
stations. Only uses

CW.

Table 2 compares the main features of our scheme with
those described in Section 2.2. The Table shows that some
proposals have compatibility issues with the IEEE 802.11
standard. Therefore, these schemes cannot be used in real-
world scenarios. On the one hand, there is a set of approaches
that do not consider the large number of wireless cards
whose features are still based on the original IEEE 802.11.
These schemes (i-EDCA,AEDCA,MMDP-FMAC, iPAS, and
Banchs et al.) achieve very poor results in the presence of
stations that use DCF. In other words, the QoS performance
achieved by these approaches is lower than the one offered
by EDCA. This problem arises from the modification of the
channel access function in order to improve the performance
of the voice and video applications. For that reason, the usage
of these schemeswhen the network is also composed of legacy
DCF stations involves an increase in the priority of these last
stations with regard to the video applications.

On the other hand,most of the evaluated schemes achieve
good results in terms of efficiency since they do not require
introducing additional traffic in the network. However,
DACKS and iPAS schemes should be noted as exceptions. To
reduce the priority of the legacy stations, inDACKSnot all the
frames that are successfully transmitted are acknowledged.
Consequently,many properly received frames are retransmit-
ted, hence introducing unnecessary traffic in the network and
increasing the CW size. Meanwhile, iPAS uses a dedicated
control communication link to send feedback information.
As a result, besides the data link, an additional one is
established between server and clients for the control traffic.

5. Deployment Process

The design of the dynamic predictivemodel requires the prior
implementation of the two first phases of the deployment.

2.1. An Adaptive Medium Access Parameter Prediction Scheme for IEEE
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Table 3: Set of AIFSN values analysed.

S0 S1 S2 S3 S4 S5 S6 S7 S8 S9
BK 7 8 9 8 9 12 10 12 14 14
BE 3 4 5 4 5 6 6 8 10 12
VI 2 2 2 3 3 3 4 5 6 7
VO 2 2 2 2 2 2 2 2 2 2

As outlined in Section 4, these phases allow the independent
adaptation of the AIFSN combination and the CW size for
every AC in EDCA. This section presents the development
performed in the first and second phases. The first phase
also includes the description of the steps that have been
followed in the training and learning phases to model the
initial schemes. Given that the results are shared from one
phase to another, the evaluation of these preliminary parts is
also included.

5.1. AIFSN Adaptation. The models of the first phase aim
to optimize the channel access by identifying the most
suitable AIFSN combination. In this regard, a J48 decision
tree classifier and an M5 regression model have been devel-
oped. The modeling of these schemes has been carried out
independently in order to compare their capabilities and
analyze how the different factors of a network determine their
performance. Further details concerning this analysis, the
development process and the evaluation performance, can be
found in our previous works [26, 27].

According to the analyses carried out in [5, 6], a group
of 10 AIFSN configurations has been selected with the goal
of being an appropriate alternative to the one established
in EDCA. These combinations, which can be observed in
Table 3, have been chosen on the basis of the requirements
previously introduced in Section 4.1. A gradual increase in
the waiting time among each AC has been carried out for that
selection with the aim of reducing the number of collisions
and to enhance the QoS performance of the network. In
particular, these combinations could be grouped into three
different categories, as detailed below.

In the first category, 3 groups of combinations that con-
sider an AIFSN value equal to 2 slots for both the AC VO and
the AC VI can be found. The usage of these values does not
allow reducing the collisions between voice and video frames.
However, this intends to analyze the effect that increasing the
AIFSN values for the BE and BK traffic flows has in reducing
the aforementioned collisions.This group of combinations is
advisable in the presence of a considerable amount of DCF
traffic given that the legacy stations would not have a higher
priority than the video applications to access the channel.

The second division includes 3 sets of combinations that
establish an AIFSN equal to 2 slots for the AC VO and equal
to 3 slots for theAC VI.These values will considerably reduce
the collisions between voice and video applications due to
the reserved time slot for the voice streams. Moreover, with
the aim of studying their effect on the real-time applications
performance, different AIFSN values have been assigned to
the AC BE and AC BK. The values considered in this group
are particularly suitable for a lowDCF traffic load because the

Switch

VO station

VI station
BE station

BK station

DCF station

Access point

802.11 protocol
Wired connection

Figure 5: Network topology used in the deployment.

reduction achieved in the number of collisions compensates
the decrease in the priority for the video transmissions.

The last group is composed of 4 sets of values that
carry out a greater increase in the AIFSN value for the
AC VI than the previously performed. The usage of these
combinations involves a greater reduction in the multimedia
traffic collisions with respect to the previous ones. This is
particularly beneficial for the voice applications given that
they would have several time slots for their exclusive use.
Nevertheless, it should be noted that these combinations are
not recommended for the cases in which there is a huge
number of legacy stations due to the reduction in the priority
for the video transmissions.

The model design to predict the AIFSN combination
starts with a training phase, which requires us to acquire a
considerable amount of information. Accordingly, a huge set
of tests covering a wide range of traffic conditions must be
specified. This makes it possible to discover valuable knowl-
edge and offer more precise predictions. In this work, the
training tests are composed of 18 scenarios which have been
modeled using Riverbed Modeler 18.0.0 [28]. In our simula-
tions, wemodel an IEEE 802.11gwireless LANcell comprising
legacy DCF-based and EDCA stations. The EDCA stations
support four different types of services: Voice (VO), Video
(VI), Best Effort (BE), and Background (BK).The DCF-based
stations support data traffic. We assume the use of a wireless
LAN consisting of several wireless stations and an AP con-
nected to a wired node that serves as sink for the flows from
thewireless domain. All the stations are locatedwithin a Basic
Service Set (BSS); that is, every station is able to detect the
transmission from any other station. The parameters for the
wired link were chosen to ensure that the bandwidth bottle-
neck of the system is within the wireless LAN (see Figure 5).

The scenarios are divided into two major groups: the first
one considers both DCF and EDCA stations; whereas, the
second group is only composed of stations that make use of
EDCA. Accordingly, this proposal can ensure compatibility
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Table 4: Traffic proportions used for the training step.

# scenario VO VI BE BK DCF
1 20% 20% 20% 20% 20%
2 60% 10% 10% 10% 10%
3 30% 30% 10% 10% 20%
4 10% 60% 10% 10% 10%
5 30% 20% 10% 10% 30%
6 10% 10% 10% 10% 60%
7 10% 10% 20% 20% 40%
8 10% 10% 40% 30% 10%
9 50% 50% — — —
10 10% 10% 30% 30% 20%
11 60% 40% — — —
12 40% 60% — — —
13 — — 40% 30% 30%
14 30% — 20% 20% 30%
15 — 30% 20% 20% 30%
16 — — 50% 50% —
17 20% — 40% 40% —
18 — 20% 40% 40% —

with the legacy DCF stations. Each scenario starts with ten
stations. In each scenario, the number of stations is increased
from 10 to 80 in steps of 10 in order to increase the load of the
wireless network. All the scenarios are composed of a variable
percentage of applications of each type of traffic (BK, BE, VI,
and VO). The traffic distributions used during the training
phase can be seen in Table 4.

In order to adapt the medium access parameters in
EDCA, the AP needs to know the channel occupancy rate
at a given moment. This rate for the downlink traffic can be
easily calculated by the AP. However, the main difficulty lies
in estimating periodically the uplink traffic on the network.
For this reason, the usage of only uplink traffic has been
considered as a design decision. Nevertheless, the scheme can
be also used in the presence of downlink traffic. In this case,
both the uplink and the downlink occupancy rate are used as
input for the algorithm to calculate the EDCA configuration.

In 802.11WLANs stations use different rates, which deter-
mine the channel occupancy.Accordingly, the usage of a set of
values such as 12 and 36Mbps has been considered for all the
stations in the network, regardless of their AC.The remaining
traffic features are unique to each type of traffic, as shown in
Table 5.The BK, BE, and DCF traffic transmissions are mod-
eled via a Pareto distribution with a location of 1.1 and a shape
of 1.25.The voice and video flows are represented by the trans-
mission of G728 [29] and H.264 [30] streams, respectively.
In the case of congestion, the network traffic is susceptible to
experience delivery delays. Voice and video communications
are more sensitive to the effects of this phenomenon than
data transmissions. In this regard, deadline delays of 10 and
100 ms have been established for voice and video streams,
respectively, beyond which these streams are discarded.

The simulations of the training phase are carried out by
defining scenarios where the conditions of all the factors that

Table 5: Traffic parameters used for classifier construction.

Packet size Data rate
DCF 552 bytes 512 Kbps
BK 552 bytes 512 Kbps
BE 552 bytes 512 Kbps
VI 1064 bytes 800Kbps
VO 104 bytes 20Kbps

determine them remain static. The values for such factors
are modified according to a given order until all possible
combinations have been considered. In this way, the predic-
tive models are allowed to acquire real knowledge. In fact, if
variable and random information were provided to the afore-
mentionedmodels, the learning process would be unfeasible.

Although a considerable amount of information is
needed to train the models, not all the parameters used are
included. Some of them do not add any relevant information
and merely made these models more complex. With the
aim of designing accurate but simple classifiers, they must
undergo a supervised variable selection process to discard
those unrelated parameters. After carrying out this process,
only the global occupancy level of the wireless channel and
the particular level of each type of traffic are considered by
the models.

Each predictive algorithm is provided a unique set of
values. The J48 tree classifier only considers those AIFSN
combinations that maximize the voice + video normalized
throughput in each scenario. In contrast, the M5 regression
model is given the information to all the AIFSN combina-
tions, regardless of the throughput achieved. Since thismodel
makes use of a group of regression functions to maximize
the aforementioned throughput, this value must also be
provided. As a result, the M5 model finally generates ten sets
of submodels; that is, it contains one group of rules perAIFSN
tested combination. This whole process makes it possible to
obtain a good approximation of the network conditions while
allowing the design of simple and accurate predictivemodels.

Both the preprocessing step and the design of the models
have been carried out using Weka 3.7.0 [25]. As a part of
the design process, a 10-fold cross validation is performed to
guarantee that both the training and the testing data sets are
independent. This process results in a hit rate of 94.90% for
the J48 tree. Meanwhile, the M5 model achieves an average
correlation coefficient of 0.8916 and a mean absolute error of
0.0554.These values show the accuracy of the proposedmod-
els and the strong relation among the parameters involved.

The second phase of the work and the tuning of the CW
size take as a starting point the enhancements achieved by the
first one in order to address the existing weaknesses. For this
reason, a performance analysis of themodels is required.This
process is performed via simulation using Riverbed Modeler
18.0.0, through which 20 scenarios different from those used
during the training step have been designed. The network
topology used in the evaluation is the same as that presented
in the training phase (see Figure 5). The scenarios are com-
posed of 100 stations which use DCF and EDCA as medium
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Table 6: Description of the set of test scenarios.

# scenario Voice Video BE BK DCF
1 20% 1.5% 2% 2% 2%
2 20% 5% 2% 2% 2%
3 8% 7% 2% 2% 2%
4 16% 6% 3% 3% 7%
5 6% 2% 3% 3% 10%
6 6% 3% 4% 4% 8%
7 5% 3% 7% 7% 4%
8 5% 6% 10% 5% 5%
9 5% 9% 6% 6% 6%
10 8% — 8% 8% 8%
11 — 6% 6% 6% 9%
12 5% 6% 6% 6% 6%
13 20% 8% — — —
14 9% 4% — — —
15 5% 10% — — —
16 6% 7% 7% 7% —
17 8% — 8% 8% —
18 — 8% 7% 7% —
19 8% 8% 6% 6% —
20 8% 7% 8% — —

access functions. The first twelve scenarios consider both
types of stations, while in the remaining eight only stations
that support EDCA can be found. Furthermore, an equal pro-
portion of stations of each type of traffic has been considered;
that is, 20 stations per type of traffic have been included.
However, not all the applications are active at the same time.
On the contrary, they are enabled or disabled according to a
probability that depends on their AC (see Table 6).

Every scenario takes 600 seconds to be simulated, with
this simulation divided into two periods. During the first one,
and every 30 seconds, the stations which are not transmitting
any information try to start a new transmission according to
the aforementioned probability. During the second period,
the stations attempt to stop the current transmissions every
30 seconds, making use of the same probability. Due to all
scenarios being simulated by using 60 random seeds and each
of them being divided into 20 time intervals, in the end 24000
different intervals have been tested.

The traffic features for each station depend on the type
of traffic it transmits. Regarding this, the bit rate and packet
size used to verify the models are the same as those shown
in Table 5. The stations are randomly distributed over the
network coverage. Furthermore, the Ricean [31] model deter-
mines the signal propagation through the wireless medium.
This model is characterized by a factor, 𝑘, which defines the
ratio between the power in the line-of-sight component and
the power in the scattered paths. In this work, a 𝑘 factor of 32
has been used. Moreover, IEEE 802.11g [32] defines the phys-
ical layer of the network.The stations use all the transmission
rates defined in this amendment regardless of the traffic type.

The results allow it to compare the performance achieved
by the proposed schemes and EDCA. To summarize these

Table 7: Voice + video normalized throughput improvements in
30 s intervals (AIFSN tuning).

With DCF traffic Without DCF traffic
J48 M5 J48 M5

Unaltered 49.42% 52.11% 35.52% 31.30%
Losses 4.49% 5.48% 2.55% 1.44%
Gain [1%–5%] 27.20% 23.37% 23.64% 17.35%
Gain [5%–10%] 8.67% 12.78% 6.68% 5.93%
Gain [10%–15%] 6.06% 2.86% 7.41% 6.89%
Gain [15%–20%] 2.01% 1.52% 4.48% 4.55%
Gain [from 20%] 2.16% 1.90% 19.73% 32.55%

results properly, a group of statistics has been defined.These
statistics show the voice + video normalized throughput, the
number of retransmission attempts, the normalized through-
put of the DCF applications, and the global throughput of the
network.The first metric refers to the sum of the normalized
throughput of both voice and video applications.

Table 7 shows the percentage of the 24000 time intervals
evaluated in which the proposed models experience losses or
gains with regard to EDCA. Notice that, especially if both
DCF and EDCA applications are considered, almost half of
the intervals remain unaltered.We have considered unaltered
results to be those in which the gains or the losses are
lower than 1%.This situation is a consequence of the stations
attempting to both start and finish their transmissions during
the first and the last five simulation intervals.The traffic load
in many of these cases is low, so all the AIFSN combinations
achieve the highest throughput. Moreover, in the scenarios in
which many stations use DCF, the default EDCA combina-
tion is the most efficient option.Therefore, in these scenarios
the predictive schemes also use these values to access the
medium.

Table 7 also presents some losses with regard to EDCA.
Losses have been defined as those intervals in which the
models experience a performance decrease higher than 1%.
These losses result from some certain cases in which our
schemes miss the prediction. The use of a small number of
parameters to design themodels provides a good approxima-
tion of the network conditions. However, due to its simplicity,
this image is not perfect, having as a consequence some errors
in the parameter prediction. The aforementioned losses are
also because the selection of a different AIFSN combination
makes someminimum changes in the traffic status thatmight
be considered as losses when they really are not. Nevertheless,
the cases in which this phenomenon occurs are much fewer
than those in which the schemes outperform EDCA.

Nevertheless, Table 7 shows how our models improve the
performance achieved by EDCA in many more scenarios.
These improvements are from 20% in some cases, being even
higher if only EDCA applications are considered. Thus, in
19.73% and 32.55% of the intervals, enhancements of 20% are
achieved when using the J48 and M5 models, respectively.
Given that in some intervals the traffic load level does not
allow the observation of the performance difference between
the proposal and EDCA, Figure 6 presents the voice + video

Chapter 2. Publications

43



12 Wireless Communications and Mobile Computing

0
0.2
0.4
0.6
0.8

1

# scenario

N
or

m
. t

hr
ou

gh
pu

t

Standard
J48
M5

1 3 4 9

(a) Scenarios with EDCA and DCF stations

0

0.2

0.4

0.6

0.8

1

Standard
J48
M5

# scenario

N
or

m
. t

hr
ou

gh
pu

t

13 15 16 20

(b) Scenarios with EDCA stations

Figure 6: Voice + video norm.Throughput (AIFSN adaptation).

normalized throughput of the ten intervals in which traffic
congestion becomes a key factor. In this figure, it is proved
that in all the scenarios the predictive schemes outperform
EDCA.

The proximity of the EDCAvalues, especially between the
voice and video traffic, constrains the network performance
due to the huge number of collisions.The appropriate AIFSN
tuning of this approach allows it to optimize the channel
access, resulting in a decrease in the number of collisions and
retransmissions (see Figure 7). This is the main reason why
the QoS level provided to real-time applications is enhanced.
Furthermore, this improvement also leads to an increase in
the overall throughput of the network, as can be seen in
Figure 8.

A suitable separation of the AIFSN values, particularly
in those cases in which the AIFSN for video traffic is higher
than 2 slots, provides the stations that do not support QoS
features with a higher priority to access the wireless medium.
While ensuring compatibility with this type of stations, the
proposed models improve their performance, as can be
observed in Figure 9. It is important to point out that, despite
this increase in the priority, the performance achieved by the
multimedia communications is not only penalized but also
enhanced in all the cases tested, as depicted in Figure 6.

Although both the presented predictive models enhance
the performance of EDCA, they have certain features which
make them quite different. On the one hand, the features
of the J48 classifier allow it to achieve better results in the
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Figure 7: Overall retransmission attempts (AIFSN adaptation).
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Figure 8: Global norm.Throughput (AIFSN adaptation).
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Table 8: Proposed values for the CWmin and CWmax limits.

CW 1 CW 2
CWmin CWmax CWmin CWmax

BK 2 ⋅ aCWmin + 1 aCWmax 2 ⋅ aCWmin + 1 aCWmax

BE 2 ⋅ aCWmin + 1 aCWmax 2 ⋅ aCWmin + 1 aCWmax

VI aCWmin 2 ⋅ aCWmin + 1 2 ⋅ aCWmin + 1 2 ⋅ aCWmin + 1
VO (aCWmin + 1)/2 − 1 aCWmin aCWmin aCWmin
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Figure 9: DCF norm.Throughput (AIFSN adaptation).

presence of a considerable load of DCF traffic. On the other
hand, the gains experienced by the M5 model are higher in
those scenarios in which DCF traffic is not considered or the
number of these transmissions is relatively low. Moreover,
in spite of the fact that neither model is computationally
complex, the M5 regression model requires evaluating the
voice + video normalized throughput for every AIFSN
combination. Therefore, the J48 decision tree has a lower
computational cost due to the minimum set of comparisons
needed.This feature is especially important with regard to the
execution of the medium access function in real-time.

5.2. CWAdaptation. Themain aim of the second phase of this
proposal is to further improve the multimedia communica-
tions through the reduction of the collisions among the flows
of the sameAC. Based on the evaluation performed in thefirst
phase, it has been shown that in several scenarios there is still
room for improvement. In this regard, in the second phase, the
collision reduction problem is addressed by estimating the
optimum values for the CW size without neither increasing
severely the waiting time to access the channel nor reducing
the priority of the real-time applications.

As is the case with the AIFSN, the IEEE 802.11e amend-
ment establishes a set of values for the CW size (see Table 1).
These values seek to ensure an appropriate QoS level, while
maintaining compatibility with the legacy stations. Indeed,
they aim to achieve good network performance when it hosts
a considerable amount of legacy applications. In these cases,
the selection of longer periods for the CW size would result
in an earlier access to the medium by the DCF stations. In
this way, the priority of this type of traffic would be increased
with regard to video traffic, instead of being similar to that
of the BE streams. For this reason, the adaptation of the CW

parameter is of particular interest in scenarios where there is
a low or null DCF traffic load.

Taking into account the huge number of collisions inWi–
Fi networks, mainly between voice and video transmissions
due to the very small values of the CWmin and CWmax
parameters, we have considered relevant to study the effect of
carrying out these last increases. In order not to prejudice the
priority of the multimedia applications the size of the CWmin
for AC BE and AC BK has been also enlarged.The CWmax of
these ACs has not been increased due to its high value.

Based on the prediction of the schemes designed in the
first phase of the proposal, the CWmin and CWmax limits are
increased with regard to the default EDCA values, as can be
seen in Table 8. In the Backoff algorithm the CW size follows
an incremental sequence of 2𝑐 − 1 whenever a station needs
to retransmit a frame.This factor is given special attention in
this second phase, with the proposal of two approaches called
CW 1 and CW 2.

The first modification of the CW size, called CW 1,
increases the 𝑐 parameter by one with respect to EDCA for
every AC.The only exception is the CWmax limits for the BE
and BK ACs, which maintain the default values. Given that
these values are large enough, they are not modified with the
aim of not introducing unnecessary waiting times into the
network. The second version, called CW 2, follows a similar
pattern to its predecessor. As the objective of this second
proposal is to avoid the collisions between the voice and video
traffic, only the duration of CWmin of these ACs is modified
by increasing the 𝑐 parameter by two units. Furthermore,
the CWmax limits for all the ACs keep the same values as
those used in the CW 1 approach. Notice that neither of the
proposed configurations considers a reduction in the size of
CW. This reduction, especially for the ACs whose limits are
relatively small such as voice and video ACs, would result in a
huge increase in the number of collisions between the frames
of the same type of traffic.

An increase in the size of CW involves longer periods of
time for the stations to finish the Backoff algorithm. More
specifically, some combinations of AIFSN values and CW
sizes may result in a considerable decrease in the priority
of the stations that use EDCA with regard to those that use
DCF. For this reason, the four approaches presented inTable 9
reduce the distance among the AIFSN values of all the ACs
in order not to accumulate excessive waiting periods. All
of these approaches aim to show the performance achieved
when combining an increase in the length selected for the
CWmin and CWmax parameters with the use of lower values
from those predicted for the AIFSN combination. In this
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Table 9: Optimization configurations for the CW size and AIFSN combination.

Configuration 1 Configuration 2 Configuration 3 Configuration 4
AIFSN Predicted Predicted Prev. combination 2nd Prev. combination
CW Default CW 1 CW 1 CW 2

way, the objective is to verify whether this strategy is able to
outperform the results already achieved for voice and video
communications. Finally, a total of eight predictive schemes
are obtained given that each of the four proposed configura-
tions can be used with both the J48 and the M5 models.

The first configuration proposed in Table 9, called Con-
figuration 1, refers to the already modeled schemes in the
first phase. In the remaining configurations, the adaptation
of the CW size is carried out according to the values shown
in Table 8. In this regard, Configuration 2 and Configuration
3 take the CW size of the combination CW 1. By contrast,
Configuration 4 takes the values related to theCW2 approach.
Furthermore, the AIFSN combination can be chosen from
among 3 different sets of values. Firstly, the prediction made
for this parameter in the first phase can be maintained,
as is the case with Configuration 1 and Configuration 2.
Moreover, as is done for Configuration 3, another option is
to select the AIFSN combination immediately below the one
predicted by the J48 and M5 models. Likewise, the AIFSN
combination can be tuned using the values provided by the
second combination immediately below the predicted one.
More specifically, this combination, which is used by Con-
figuration 4, establishes a smaller spacing among the values
of all the ACs. The selection of the aforementioned AIFSN
combinations is carried out whenever possible, provided that
they do not exceed the default EDCA one.

The real aim of this proposal is to design a dynamic pre-
diction scheme for the EDCA parameter set. For this reason,
in addition to the results obtained from the AIFSN tuning
in the first phase, it is necessary to evaluate the performance
achieved by these eight new preliminary schemes. In fact,
the results of both the two phases will become the basis
for developing the dynamic predictive model in the third
phase. In order to carry out this task, we have considered
the same simulation conditions and scenarios defined in the
previous evaluation. In this way, it is possible to ensure a fair
comparison of the results of both phases.

In Figure 10 the results in terms of voice + video normal-
ized throughput are presented.The quality of the multimedia
applications is mainly conditioned by the presence of stations
that use DCF.This is due to the fact that a too large increase in
the size of CW, particularly when the traffic load of the legacy
stations is relatively high, has as a consequence a reduction
in the performance of the voice and video transmissions.
Despite these aspects, a small increment in the size of CW
under lowDCF traffic loads contributes to outperforming the
results achieved by the J48 and M5 initial models. Neverthe-
less, this situation differs in scenarios where there are no sta-
tions which use the DCF function. In most of these cases, the
usage of a larger size for CWmakes it possible to improve the
performance of the real-time applications. Various examples
of this phenomenon can be observed in Figure 10.
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Figure 10: Voice + video norm.Throughput (CW adaptation).

The enhancements achieved in this second phase are
mainly due to the reduction of both internal and external
collisions among the traffic flows of the different ACs. As a
consequence, a decrease in the number of retransmissions in
the network is achieved. In the presence of a high number
of stations that utilize the DCF function, using an AIFSN
combination below the one that has been already predicted
in the first phase of the proposal might result in an increase
in the number of retransmissions. In spite of this fact, and as
can be observed in Tables 10 and 11, the adequate selection
of the size of CW allows the schemes to keep this number of
retransmissions constant or even lower.

The increase in the waiting time to access the wireless
medium for the video traffic flows has as a consequence an
improvement in the performance of the legacy applications
that use DCF.This phenomenon can be observed in Table 10,
in which the legacyDCF stations achieve a higher throughput
than in the first phase of the development.Nevertheless, this is
not the real aim of these predictive schemes. In scenarios in
which the DCF traffic load becomes high and the proposed
approaches increase the duration of the CW parameter, the
performance of these applications is improved, even if it is
a secondary objective of the proposal. As a result, the global
performance of the network is also enhanced. As it is shown
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Table 10: Overview of the CW adaptation results (scenarios with DCF and EDCA stations).

Standard J48 P1 J48 P2 J48 P3 J48 P4 M5 P1 M5 P2 M5 P3 M5 P4
VO + VI Norm.Th. 0.9259 0.9440 0.9225 0.9227 0.9016 0.9438 0.9312 0.9242 0.9022
Retrans. per Pkt 0.5447 0.4459 0.3469 0.3636 0.3662 0.4271 0.3473 0.3659 0.3724
Global Norm.Th. 0.6014 0.6199 0.6420 0.6395 0.6425 0.6225 0.6399 0.6379 0.6390
DCF Norm.Th. 0.5498 0.6790 0.7965 0.7743 0.7715 0.7118 0.8056 0.7876 0.7812

Table 11: Overview of the CW adaptation results (scenarios with EDCA stations).

Standard J48 P1 J48 P2 J48 P3 J48 P4 M5 P1 M5 P2 M5 P3 M5 P4
VO + VI Norm.Th. 0.7759 0.8790 0.9415 0.9385 0.9419 0.9338 0.9596 0.9531 0.9549
Retrans. per Pkt 0.4604 0.3428 0.2271 0.2456 0.2234 0.3329 0.2288 0.2450 0.2267
Global Norm.Th. 0.6776 0.6965 0.7329 0.7320 0.7450 0.7010 0.7304 0.7296 0.7408

in Table 11, the predictive schemes achieve an enhancement
in terms of voice + video normalized throughput in the
absence of legacy DCF stations, which in turn involves an
improvement in the global performance of the network.

Following the evaluation performed in this second phase,
it can be concluded that the adaptation of the size of CW
keeps enhancing the quality of themultimedia transmissions.
Nevertheless, it must be taken into account that an excessive
increase in this parameter in the presence of a considerable
number of stations that use DCF would penalize the per-
formance of the video applications. In fact, in view of these
situations, this increment should not be carried out.

Finally, the wide variety of results that have been obtained
in both the already presented phases is clearly noticeable.
As a consequence, it requires carrying out a deep analysis
process to define in a precise way the network conditions
in which the different approaches achieve the optimum
performance. In fact, this analysis becomes the starting point
for the development of the dynamic prediction scheme for the
medium access parameters in EDCA.

6. Dynamic EDCA Prediction Scheme

In the previous section, four medium access parameter
configurations are proposed for the J48 andM5 initialmodels
(see Table 9). As a result, a total of 8 predictive schemes
have been obtained. These schemes are named after the
predictive model (M5 or J48) and the configuration used, for
example,M5Configuration 1 for the scheme that uses the first
parameter configuration of the M5 model.

Given the wide variety of schemes and their achieved
results, it is essential to unify them into a single one which
is able to discriminate among all of them. This unification
must be carried out through an exhaustive analysis of the
results obtained. In this regard, a set of traffic patterns, which
determines the structure of the dynamic prediction scheme
has been identified. This structure is shown in Algorithm 2,
where the behavior of the algorithm is mainly conditioned by
the presence of DCF traffic. In spite of having designed 8 pre-
dictivemodels, not all of them are able to predict themedium
access parameters accurately. Moreover, it has been proved

If (DCF channel ocuppancy == 0 &&
BE channel ocuppancy == 0 &&
BK channel occupancy == 0)
M5 Proposal 2

else if (DCF channel ocuppancy == 0)
J48 Proposal 3

else if (DCF channel ocuppancy <= 0.15)
M5 Proposal 3

else if (DCF channel ocuppancy > 0.15)
J48 Proposal 1

Algorithm 2: Structure of the dynamic prediction scheme.

that several schemes achieve similar results. Therefore, the
final dynamic scheme is only composed of 4 submodels.

The analysis of the results consists of studying the param-
eter configurations that achieve the highest performance in
each one of the proposed scenarios. After that, the results
have been filtered in order to choose only the most suitable
combination in every case. However, in some scenarios,
several configurations provide similar results in accordance
with the established traffic patterns. On this basis, and to
simplify themodel, only one of these potential candidates has
been finally selected for the corresponding traffic pattern.

The evaluation highlights that, in the presence of DCF
traffic, its occupancy level plays the most important role. If
this level is higher than 15%, the best results are provided
by the first version of the J48 classifier (J48 Proposal 1). This
model does not increase the size of CW, which is a proper
decision that does not penalize the video applications when
accessing themedium. In fact, in the first development phase,
it was proved that, when the network carries a high DCF
traffic load, the J48 model achieves better performance than
the M5 one. By contrast, if this occupancy level is lower than
15%, M5 Proposal 3 achieves the best performance. As this
traffic level is relatively low, this selection is appropriate due
to the fact that the increase in the CW size makes it possible
to reduce the collisions among the frames of the same AC.
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Table 12: Voice + video normalized throughput improvements in
30 s intervals (dynamic scheme).

With DCF traffic Without DCF traffic
Unaltered 56.37% 34.27%
Losses 2.46% 1.19%
Gain [1%–5%] 23.29% 15.01%
Gain [5%–10%] 6.49% 5.95%
Gain [10%–15%] 2.96% 7.54%
Gain [15%–20%] 2.94% 6.19%
Gain [from 20%] 5.49% 29.85%

By contrast, if there are no applications without QoS
support, voice and video applications become the most
important factor. When the network only carries voice and
video traffic, M5 Proposal 2 provides the most accurate
prediction. Given that thismodel keeps theAIFSNprediction
and increases the CW size, it enables a reduction in the
number of collisions among the multimedia streams and, as
a result, an improvement in the performance of the network.
Meanwhile, if other types of traffic are considered, the best
option is to select the third version of the J48 classifier (J48
Proposal 3).Thismodel offers a trade-off between theCWsize
and the differentiation given by the AIFSN values chosen. In
this context, with the exception of the first proposal of this
model which does not take into account the size of CW, the
remaining ones achieve a similar performance.

In addition to implementing the design presented above,
the real adaptation capacity of the proposal must be verified.
In this respect, to compare the performance achieved, the
statistics show the results for EDCA, both the J48 andM5 ini-
tial models and the schemes of the second phase that achieve
a higher voice + video normalized throughput. These latter
schemes are denoted as J48∗ and M5∗. The results for the
modeled dynamic scheme are also included.

Table 12 presents the results of the voice and video perfor-
mance in terms of the percentage of time intervals into which
simulations are divided. Notice that the percentage of unal-
tered intervals presents only minor changes with regard to
previous evaluations (see Table 7).However, taking advantage
of the strengths of each model makes it possible to reduce the
amount of losses with regard to EDCA. In fact, the percentage
of intervals in which any type of improvement is achieved
reaches 41.17% and 64.54% in the presence and absence
of DCF traffic, respectively. These enhancements are more
meaningful when there are no stations without QoS support
in the network, such enhancements being from 20% in
29.85% of the cases. In Figure 11 it can be seen that the
dynamicmodel outperforms the remaining ones in almost all
the tested scenarios.This results from properly choosing the
prediction scheme that selects the most suitable parameter
configuration at every moment.

The appropriate selection of the AIFSN combination and
the CW size reduces the collisions in the network, which
results not only in an increase in the voice + video normalized
throughput but also in an improvement in the overall network
performance (see Tables 13 and 14). The results indicate that
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Figure 11: Voice + video norm.Throughput (dynamic adaptation).

the dynamic scheme reduces the number of collisions with
regard to both EDCA and the models of the first phase (J48
and M5). However, this scheme obtains a greater number
of collisions than the J48∗ and M5∗ approaches. This is
due to the fact they penalize the real-time applications. The
same reasoning applies to the enhancement of the global
performance of the network.

The DCF traffic throughput has also been analyzed. As
can be seen in Table 13, this throughput depends on its
occupancy level in the network. If this value remains low, the
performance of these stations is the sameor betterwhenusing
the dynamic model than when using EDCA. Nevertheless, if
the network carries a considerable amount of DCF transmis-
sions, the dynamic parameter combination allows it to trans-
mit less DCF traffic than the remaining analyzed options. In
particular, these last options damage heavily the performance
of video applications. Therefore, the dynamic approach is
logical, given that it seeks to improve the quality of the real-
time transmissions.

To conclude this analysis, the improvement in terms of
voice + video throughput achieved by our scheme is evalu-
ated. The improvement shown is based on the traffic load of
the voice and video applications. To that end, both the voice
and video traffic flows have been divided into two groups: the
first group contains the results for the 10 scenarios that hold
the lowest voice traffic load (called low video traffic load),
while the second one, referred to as high voice traffic load, is
made up of the 10 scenarios with the highest voice traffic load.
The same description applies to the video applications. Dur-
ing the performance analysis it has been proved that the exis-
tence of stations that use the DCF function plays a decisive
role in the network performance. Therefore, the results are

2.1. An Adaptive Medium Access Parameter Prediction Scheme for IEEE
802.11 Real-Time Applications
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Table 13: Overview of the dynamic adaptation results (scenarios with DCF and EDCA stations).

Standard J48 J48∗ M5 M5∗ Dynamic
VO + VI Norm.Th. 0.9259 0.9440 0.9227 0.9438 0.9312 0.9512
Retrans. per Pkt 0.5447 0.4459 0.3636 0.4271 0.3473 0.4267
Global Norm.Th. 0.6014 0.6199 0.6395 0.6225 0.6399 0.6263
DCF Norm.Th. 0.5498 0.6790 0.7743 0.7118 0.8056 0.7496

Table 14: Overview of the dynamic adaptation results (scenarios with EDCA stations).

Standard J48 J48∗ M5 M5∗ Dynamic
VO + VI Norm.Th. 0.9259 0.9440 0.9419 0.9438 0.9596 0.9683
Retrans. per Pkt 0.4604 0.3428 0.2234 0.3329 0.2288 0.2247
Global Norm.Th. 0.6776 0.6965 0.7050 0.7010 0.7304 0.7331
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Figure 12: Voice + video throughput gain achieved by the dynamic
scheme on the basis of two different voice traffic loads.

also presented according to the presence or absence of these
legacy DCF stations in the wireless network. These results
can be observed in Figures 12 and 13.

Figure 12 shows the performance gain for the two afore-
mentioned voice traffic loads. In this figure it is clearly seen
that the enhancement achieved is higher when the scenarios
are only composed of stations that use EDCA, as depicted
in Figure 13(b). In fact, as the network load increases, this
enhancement becomes higher, being it from 30% in the case
of a high voice traffic load. By contrast, in Figure 13(a) it is
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Figure 13: Voice + video throughput gain achieved by the dynamic
scheme on the basis of two different video traffic loads.

shown that the improvement made by our scheme is slightly
smaller in the presence of legacy stations. This is because,
when the network holds a highDCF traffic load, the proposed
scheme usually uses the default values for the parameter set,
as EDCA does. Moreover, it can be also observed that further
improvements are done in scenarios in which a high voice
traffic load is transmitted.

Similar results are found when analyzing the behavior
of the two defined video traffic loads (see Figure 13). In the
case of scenarios without stations that use DCF to access
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the channel, the enhancement achieved by our proposal is
markedly increased. Moreover, when a high amount of video
applications are transmitted in the network, the throughput
improvement is much higher. Finally, notice that, in the
analysis of the video applications, the differences found
between a low and a high video traffic load are lightly smaller
than in the voice transmissions case.

7. Conclusions

In this paper, we have proposed a new dynamic prediction
scheme which aims to enhance the quality of voice and
video transmissions over IEEE 802.11 WLANs. This scheme
dynamically adapts the AIFSN combination and the CW size
to optimize the access to the medium for stations that use
EDCA, while ensuring compatibility with those that only
support DCF.The proposal is composed of several predictive
submodels made up of J48 decision tree classifiers and M5
regression models, and it is only used by the AP of the
network. As a consequence, no changes need to be made
to current commercial network cards. Furthermore, periodic
communication of the medium access parameters is carried
out through the use of beacon frames, avoiding in this way the
introduction of additional control traffic into the network.

The results have proved that the proposal improves the
EDCA capacities, boosting the performance of the multime-
dia communications by more than 20% in some scenarios.
This improvement is achieved via both suitable separation of
theAIFSNvalues and the appropriate selection of theCWsize
for each AC. Furthermore, this approach leads to a reduction
in the number of retransmission attempts and contributes to
enhancing the global throughput of the network.
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Abstract—In traditional 802.11 networks stations usually try
to associate to the AP with the highest signal strength. However,
especially in case of very dense deployments, this may lead to
uneven wireless clients distribution, and thus to poor network
performances. Software Defined Networking (SDN) has recently
emerged as a novel approach for network control and manage-
ment. In this paper we present Wi–Balance, a novel SDN–based
solution for joint user association and channel assignment in
Wi–Fi networks. An experimental evaluation in a real–world
testbed showed that Wi–Balance outperforms the RSSI–based
user association schemes in terms of throughput and channel
utilization by up to 25% and 30%, respectively. We release the
entire implementation including the controller and the data–path
under a permissive license for academic use.

Keywords—Software Defined Networking, IEEE 802.11,
WLANs, channel assignment, mobility management

I. INTRODUCTION

The past years have witnessed a sustained increase in

mobile traffic demands that is forecast to reach 49 exabytes

per month by 2021 [1]. Due to its low deployment and

operational costs, Wi–Fi [2] has emerged as an efficient way

to satisfy such demands. Originally relegated to residential

and enterprise scenarios, Wi–Fi is becoming a viable traffic

offloading solution for cellular networks. Nevertheless, its

unplanned nature coupled with its contention–based channel

access scheme lead to sub–optimal performances when the

network density increases. Moreover, Wi–Fi networks operate

in unlicensed bands as opposed to the licensed spectrum

used by cellular networks. While this makes Wi–Fi networks

extremely easy to deploy, it also makes them more vulnerable

to interference from co–located deployments. The growing

popularity of 5 GHz–capable devices is mitigating this issue

in indoor settings, where the penetration through the walls of

high frequency signals is limited. However this does not apply

to outdoor scenarios or to networks in the 2.4 GHz band.

In addition to the mentioned pitfalls, Wi–Fi networks leave

clients in charge of selecting the optimal Access Point (AP).

The actual algorithm used by the clients for the AP selection

is not specified by the standard and is left as implementation

choice for the vendor. RSSI measurements are typically used

to perform this operation, i.e. the client selects the AP with the

highest RSSI. Such approach however does not consider the

AP load and may lead to an uneven clients distribution across

the network. Finally, only a limited number of channels are

available in both the 2.4 GHz and the 5 GHz bands. As a result,

a severe throughput degradation is expected when multiple

APs are in the same collision domain, especially when the

number of active APs per unit of area increases. Therefore,

an effective collision domain isolation and channel assignment

strategy becomes essential to ensure optimal performances [3].

In recent years different solutions have emerged to solve the

aforementioned problems. Nevertheless, the traditional Wi–Fi

architectures makes it hard to add new mechanisms without

modifying the standard. Software Defined Networking (SDN)

has recently emerged as a new way of refactoring network

functions. By clearly separating data–plane from control–plane

and by providing high–level programming abstractions, SDN

allows to implement traditional network control and man-

agement tasks on top of a logically centralized controller.

However, albeit SDN is already an established technology

in the wired domain, with OpenFlow playing the role of

de–facto standard [4], equivalent solutions for wireless and

mobile networks have only recently started to appear [5], [6].

In this work we present Wi–Balance, a joint channel selec-

tion and user association scheme for Wi–Fi–based WLANs.

Our contribution is two–fold. On the one hand, a constraint

programming algorithm is designed to isolate possible col-

lision domains among the APs. On the other hand, we

present a user association scheme capable of detecting situ-

ations in which the traffic is not efficiently distributed and

to transparently reschedule to other APs the clients whose

transmissions are causing performance issues. Based on a

real–world evaluation we have demonstrated an improvement

of up to 25% and 30% in terms of network throughput and

channel utilization compared to a standard RSSI–based user

association mechanism. We release the entire implementation,

including the controller and the data–path, under a permissive

APACHE 2.0 license1 for academic use.

The rest of the paper is organized as follows. In Sec. II we

present the related work. The proposed user association and

channel selection scheme is described in Sec. III. Section IV

provides the implementation details. Section V reports the

measurements campaign. Finally, Sec. VI concludes the paper

and discusses the future work.

1Online resources available at: http://empower.create-net.org/978-1-5386-3416-5/18/$31.00 c 2018 IEEE
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II. RELATED WORK

The amount of literature on user association mechanisms

in WLANs is significant. The majority of the works in this

domain set to achieve some of the following targets: (i) mini-

mize the number of stations per AP; (ii) maximize the average

signal quality; or (iii) maximize the average throughput of

the network. Moreover, according to the entity responsible for

these tasks, the approach may be distributed or centralized.

Regarding the first described target, authors in [7] propose

an algorithm to balance the network load that aims to minimize

the number of stations per AP based on the signal strength.

A similar approach is followed in [8]. However, the number

of attached clients alone is not an accurate estimator of the

workload of an AP since traffic conditions may significantly

vary among the stations.

Selecting the target AP according to the signal strength may

lead to ping–pong effects, which are even more difficult to han-

dle in the absence of communication and coordination among

the APs. To address this problem, in [9] a station periodically

looks for the most suitable AP in terms of both traffic load and

RSSI level. However, the handover is not performed until a

given AP is not identified as the best choice for n consecutive

times. The signal perceived by the stations is also taken into

account in [10], where two wireless adapters are used at the

client side to simultaneously allow data exchange with the AP

and channel monitoring. The AP selection is also performed

at the stations side in [11]. Although these approaches aim to

improve independently the throughput of each station, they do

not consider the network–wide performance.

In [12] the average workload of the network is used to

redistribute the traffic when a new station joins the network or

when the signal quality of a client deteriorates. The proposed

approach however requires changes to the standard beacon

frames and is thus hardly a practical choice. A similar scheme

is presented in [13] where the stations are migrated to the

least loaded AP. Nevertheless, since the channel quality is

not considered, this approach may significantly reduce the

aggregated throughput of the network.

In [14] a distributed algorithm is run on the APs, which

makes use of an RSSI threshold to take handover decisions.

In [15] the problem is addressed using a Mixed Integer Non

Linear Programming (MINLP) problem formulation by taking

into account the differences among the bandwidth demand of

the users. An analytical model is also introduced in [16] with

the novelty of assessing the Enhanced Distributed Channel

Access (EDCA) parameters defined in 802.11e [17], along

with the load–balancing problem. Lastly, a mixture of several

parameters such as RSSI level, users location and link quality

are considered for the association process in [18].

A handover usually leads to a re–association process, which

in time can generate performance degradation due to the period

needed by the station to reconnect to the target AP. In [19] the

RSSI of the clients drives the association decision. However,

the APs are required to operate on non–overlapping channels

limiting the size of the deployment. A mechanism is proposed

in [20] to set a different channel for each AP.

The client association problem is also studied from the

point of view of the Software–Defined WLANs. In [21] the

authors formulate the problem through a Markovian analytical

model with the aim of minimizing the interpacket delay.

In [22] an SDN–based scheme is proposed to reconfigure the

transmission power of the APs when the controller detects

that the load distribution is unbalanced. This, in time, forces

the stations to perform a handover. However, this proposal

uses a fixed relationship between transmissions bitrate and

Signal–to–Noise Ratio. Moreover, the results are only shown

via simulation. Mininet is used in [23] to test an algorithm

where the SDN controller compares the load of each AP with

a fixed value in order to decide whether to accept or reject new

stations. The user association problem is modelled using graph

theory in [24]. To make the association decision the channel

busyness time and the interference are considered. However,

the APs are also required to operate on the same channel.

In [25] the authors present the concept of virtual resource

chain, which refers to all the resources in a WLAN, to improve

the resource utilization and the network balance. A similar

work is presented in [26], where a Mixed Integer Linear

Programming (MILP) model is designed to maximize the

total bandwidth assigned over different connection modes,

i.e. 2.4 GHz Wi–Fi, 5 GHz Wi–Fi and Ethernet. A real

implementation is proposed in [27], [28] to enable the balance

over multiple channels by building on the use of virtual access

points. In the first work the handover decision is based on the

maximum and minimum traffic load of the APs and the RSSI

perceived by the stations. A sniffer interface is also used in

the second approach to gather the network statistics through a

periodical scanning of the channels.

An effective user association scheme must consider the

global network status and evaluate different load metrics in

order to ensure optimal performances. Since interference is

a determinant issue, a channel assignment procedure must

be also performed along with the user association algorithm.

Finally, the stations redistribution over the APs must not lead

to a transmission interruption. To the best of the authors

knowledge, Wi–Balance is the first scheme which supports

all the above mentioned requirements and that can be imple-

mented with no changes to the Wi–Fi standard.

III. CHANNEL–AWARE USER ASSOCIATION

In this section we introduce the main features of the

Wi–Balance channel–aware user association solution. More-

over, based on a preliminary analysis, the most determining

factors in multichannel user association are identified and used

to motivate this work.

A. Motivation

Interference and collisions are the most important cause

of performance degradation in WLANs [29], [30]. When

several clients attached to the same AP transmit at the same

time, the network may suffer delays, service interruptions and

2.2. Wi-Balance: Channel-Aware User Association in Software-Defined Wi-Fi
Networks
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Fig. 1: Delivery ratio of three stations attached to a single AP

performing uplink transmissions with different bandwidths.

performance drops. Figure 1 depicts the relationship between

channel utilization and network performance. During the

measurement three clients were transmitting with bandwidth

requirements ranging from 5 to 50 Mbps towards the same

AP. As can be seen, when the channel occupancy is higher

than 60%, the delivery ratio dramatically drops. This is due

to the collisions in the wireless medium and the decrease in

the data rates used for the transmission. We remind the reader

that the Modulation and Coding Scheme (MCS) adaptation

algorithms tend to select lower data rates upon several failed

transmissions, which in time increases the channel utilization.

This simple scenario demonstrates the importance of an

efficient network resource allocation in terms of both channel

assignment and user association. This aspect acquires even

more relevance when considering mobile clients. In order to

address this challenge we propose an SDN–based joint user

association and channel assignment algorithm.

B. Channel Assignment Algorithm

Channel assignment must be done in such a way to mini-

mize interference between APs that are in the same collision

domain. Two APs are in the same collision domain if they are

tuned on the same channel and if they are within carrier sens-

ing range of each other. In this case, if multiple transmissions

start at the same time they can either collide or one of the

transmissions must be delayed. In either case a reduction in

the aggregated network throughput is to be expected.

The efficiency of a channel assignment procedure depends

on the number of available channels and on the number of

APs in the same collision domain. The higher the number

of available channels, the lower the probability of finding two

APs using the same one. Therefore, it is crucial to identify the

channels used by the APs in the neighbouring networks, since

they may share the same collision domain. However, after

identifying these channels, the set of available channels for

the assignment may be very limited, especially in congested

areas such as office buildings or universities.

A channel assignment algorithm must have as input the

interference map of the WLAN. In other words, it must

consider for each AP, the set of surrounding APs that must not

Algorithm 1 Channel assignment procedure

Input:

neighbors: graph storing the neighbours of each AP.

channels: list of available channels.

overlaps: dictionary storing the overlapping channels.

Output:

assignment: dictionary of (AP, channel) assignment

1: procedure SOLVE(neighbors, channels, assignment)
2: remainingAPs ← APs /∈ assignment
3: if len(remainingAPs) == 0 then

4: return assignment ⊲ It becomes the solution

5: Sort remainingAPs by the lowest number of avail-

able channels and the highest number of neighbors in

assignment
6: nextAP ← remainingAPs[0]
7: possibleCh ← channels
8: for each AP ∈ neighbors [nextAP ] do

9: APCh ← assignment[AP ]
10: possibleCh ← possibleCh−APCh
11: possibleCh ← possibleCh− overlaps[APCh]

12: if not possibleCh then

13: possibleCh ← min(assignment)

14: for each channel ∈ possibleCh do

15: assignment[NextAP ] ← channel
16: return SOLVE(neighbors, channel, assignment)

operate on the same channel, as well as the list of available

channels. The interference map is built in the first step of

the algorithm and its data is designated as the constraints of

the problem. Moreover, a periodic analysis of the wireless

medium must be carried out to update the network information.

Notice that SDN–based solutions allow the channel assignment

algorithm to have a complete view of the network (which is

collected and maintained by the SDN controller).

In light of this, a constraint programming algorithm has

been designed to solve the channel assignment problem. The

recursive algorithm is shown in Algorithm 1. The algorithm

first tries to assign a channel to the set of APs with the

lowest number of available channels. We refer to available

channels as those that have not been still assigned to the

neighbouring APs of a certain AP and do not overlap with the

ones already assigned to them. Then, the algorithm selects in

this set of APs the one with the highest number of neighbours

already assigned. Furthermore, if all the channels have been

already taken by the neighbouring APs, the algorithm selects

the channel that has been used by the lowest number of

APs. In case that multiple channels match this condition,

the channel with the lowest occupancy ratio is chosen. The

algorithm finishes when it finds a configuration that minimizes

the number of APs in the same collision domain.

Although after performing an efficient channel assignment

the network interference may have been significantly reduced,

there is still room for improvement. In the next section we

will introduce the Wi–Balance user association algorithm.
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C. User Association Algorithm

After the channel assignment, the controller performs a

neighbour discovery process in order to build the channel

quality map. This map includes for each station the channel

quality with respect to all the APs in the network. The channel

quality map is built by the SDN controller by retrieving from

each AP the list of stations in its coverage area. Similarly,

the controller periodically gathers the statistics of the rate

adaptation algorithm maintained by each AP. In particular, for

each station and for each supported MCS, the Exponentially

Weighted Moving Average (EWMA) of the delivery probabil-

ity and the expected throughput in the last observation window

are reported. Moreover, the number of successful and failed

transmissions are also reported. We remind the reader that this

information is maintained by the rate adaptation algorithm

implemented by the AP. Therefore, no extra computation is

added to the APs. Gathering this statistical data needs some

limited signalling between the controller and the APs. The

details of this protocol are outside the scope of this paper

and can be found online [31]. It is also important to highlight

that Wi–Balance does not require any change to either to the

IEEE 802.11 protocol nor to the wireless devices. The whole

process is sketched in Fig. 2.

Let us define U as the set of stations in the network, M as

the set of Wi–Fi APs and Ω(u) ⊆ M as the set of APs within

the coverage area of the user u ∈ U . Using the statistical

data collected by the controller, Wi–Balance computes the

channel utilization µ(n) for each n ∈ M and the average

channel occupancy across all the APs in the network µ. If

a significant difference between µ and any occupancy ratio is

found a user re–association process is triggered for the affected

AP. In particular, Wi–Balance collects, for each user u attached

to the affected AP n, the channel utilization of the surrounding

APs, Ω(u), and the RSSI level between each AP m ∈ Ω(u)
and the station u, let us call this quantity Rm

u
.

After that, Wi–Balance selects as candidate AP for the

handover the AP offering the lowest result of the product

between the current occupancy ratio of AP n, i.e. µ(n), and

the perceived signal strength Rm

u
for each m ∈ Ω(u). Then,

the client handover is performed. The average channel occu-

pancy µ is recalculated to check if the network redistribution

was efficient. Otherwise, the handover is reverted. This process

is also triggered in case of observing a sudden change in

the RSSI value for any client, which could result from the

movement of that client.

D. Complexity Analysis

In this section we will analyse the computational complexity

of Wi–Balance, distinguishing between the channel assignment

and the user association algorithms.

The channel assignment algorithm is a recursive procedure

that is called n times until a channel has been selected for

each AP. The recursive nature makes the algorithm have two

cases: a base and recursive case. In order to solve this problem,

we will use a recurrence relation denoted as T (n). The base

case encompasses the scenario in which all the APs have been

visited, and thus, n = 0. At this point, the complexity of T (0)
is essentially constant and equals to O(1). In the recursive

case, i.e. when n > 0, two aspects must be considered: i) the

function is recursively called with n−1; ii) the channel search

operations are internally performed for that AP. The cost of (i)

is T (n − 1), while the cost of (ii) must be further explored.

First, the n remaining APs are sorted by the lowest number

of available channels and the highest number of neighbours.

The complexity of this step is O(n · log(n)). Then, the list of

neighbouring APs for the first AP in the list is traversed to

discover the available channels, which results in a cost O(n).
In the worst case in which there are no available channels, the

algorithm will select the channel less used by the neighbours,

hence adding a complexity O(n). After that, the algorithm

must iterate through the list of possible channels, which in

the worst case will be as long as n. On this basis, the cost

of (ii) is estimated as O(n), and hence the relation T (n) can be

expressed as T (n) = T (n− 1) +O(n). Thus, the complexity

of the channel assignment is O(n2).
Every time the user association algorithm is called, the list

of APs must be traversed to compute their channel occupancy

ratio. Therefore, the complexity of this operation is O(n).
Computing this ratio requires to calculate the fraction of time

used by the stations attached to each AP. In the worst case,

all the stations in the network, s, will be attached to the same

AP, which results in a computational complexity O(s). On this

basis, the cost of computing the channel utilization will be as

high as O(n · s). Moreover, the average channel utilization

must be calculated. Notice that this estimation depends on

the number of APs, hence it being as complex as O(n).
Then, the individual ratio of each AP must be compared with

the average one to find imbalances in the distribution of the

network load. Therefore, the list of APs must be once again

traversed, resulting in a complexity of O(n). In case of finding

an imbalanced AP, the list of all its clients must be traversed,

and for each client, the algorithm must iterate through all its

possible APs to perform a handover. Thus, the complexity of

the use association algorithm is O(n · s).
Finally, the overall computational complexity of the

joint channel assignment and user association algorithm is

O(n · s+ n2) which can be approximated as O(n ·s) since in

most cases s >> n.

IV. IMPLEMENTATION DETAILS

A. Overview

The proposed user association algorithm has been imple-

mented on the 5G–EmPOWER platform [5]. 5G–EmPOWER

is a Multi–access Edge Computing Operating System

(MEC–OS) which converges SDN and NFV into a single

platform supporting lightweight virtualization and heteroge-

neous radio access technologies2. A high level view of the the

5G–EmPOWER MEC–OS architecture is sketched in Fig. 3.

The 5G–EmPOWER MEC–OS consists of a hardware

abstraction layer converging several radio access networks

2Online resources available at: http://empower.create-net.org/
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Fig. 2: Scheme of the working mode of Wi–Balance.

Fig. 3: The 5G–EmPOWER MEC–OS System Architecture.

control and management protocols into a unified set of ab-

stractions that are then exposed to the application layer.

Such abstractions allow the applications layer to implement

joint NFV and SDN resource management operations. This

includes, for example, joint mobility management and NFV

placement/migration schemes as well as radio access and

backhaul load–balancing. The 5G–EmPOWER MEC–OS cur-

rently supports Wi–Fi and LTE radio access nodes. Interaction

with SDN–based backhauls is enabled trough an Intent–based

networking interface. In the rest of this section we will provide

a short summary of the Light Virtual Access Point and of

the Network Graph abstractions used to implement the user

association algorithm presented in this paper. For a more

extensive description we refer the reader to [5].

B. Light Virtual Access Point (LVAP)

The LVAP abstraction [6] provides a high–level interface for

the state management of the wireless clients. The implementa-

tion of such an interface handles all the technology–dependent

details such as association, authentication, handover and re-

source management. A client attempting to join the network

will trigger the creation of a per–client virtual access point

(the LVAP) which becomes a potential candidate AP for the

client to perform an association. Similarly each AP will host

as many LVAPs as the number of wireless clients that are

currently under its control. Removing an LVAP from an AP and

instantiating it on another AP effectively results in a handover.

C. Network Graph

The Network Graph provides network programmers with a

full view of the network state. The network graph is exposed

as a directed graph G = (V,E) where V is the set of clients

and radio access network elements (i.e. the Wi–Fi APs) and

E is the set of edges or links. A weight ωe(en,m) is assigned

to each link en,m ∈ E : ω(en,m) ∈ R. Another weight ωv(n)
is assigned to each node n ∈ N : ωv(n) ∈ R. The weights

assigned to nodes and links can model different aspects of

the wireless system. In the current implementation of the

5G–EmPOWER MEC–OS the following types of complex

data structures can be associated to the vertexes and the edges

of the Network Graph:

• RSSI. The received signal strength indicator as reported

by the Wi–Fi APs (uplink direction) and wireless clients

(downlink direction). Measurements in the downlink di-

rection are taken using the radio resource management

features introduced by the 802.11k amendment [2].

• Rate Control Statistics. The statistics of the MCS se-

lection algorithm at the AP (downlink). For each sup-

ported MCS, the frame delivery ratio and the estimated

throughput in the last observation window are reported.

Historical, EWMA–filtered values, are also available.

• Channel Occupancy. The fraction of the time the channel

is busy at each Wi–Fi AP. This is an estimated value

computed using the rate control statistics and by sniffing

the transmissions within the decoding range of the AP.

Corrupted frames are however not taken into account.

• Traffic Matrix. The number of packets and bytes trans-

mitted/received by each wireless client. The absolute

packets/bytes values as well as the bitrate in the last

observation window are available to applications.
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D. Seamless Handover Across Different Channels

Notice how the original seamless handover enabled by

the LVAP concept does not work when the APs operate on

different channels. In this work we remove this limitation by

using the Channel Switch Announcement (CSA) defined by

the IEEE 802.11 standard. The CSA procedure was originally

designed to allow APs to inform the attached client that the

operating channel of the hotspot was about to change. This

information is delivered inside the standard beacons frames.

In particular, an AP that is planning to switch the operating

channel will start advertising the new channel in its beacons.

A countdown is started and the channel is switched after a

configurable number of beacons (three usually).

In traditional Wi–Fi networks, beacons are sent as broadcast

management frames. Conversely, in our case each LVAP sends

its own beacons using unicast frames. This is possible because

an LVAP is created for each station attached to an AP. Such a

design choice allows us to target a CSA message to a particular

station by enabling it only for the LVAP that was created

for that station. The seamless handover across APs tuned on

different channels and/or bands is enabled by first creating an

LVAP on the target AP. This LVAP is initially inactive since the

station that it is mapping is tuned on a different channel. Then

the controller instructs the LVAP on the source AP to start a

CSA procedure. At the end of this CSA procedure the LVAP

at the source AP is automatically removed. In the meantime,

the station will have switched channel and will have found its

LVAP on the target AP. The full process is sketched on the

right–hand side of Fig. 2.

It should be also noted that the performance impact of these

unicast beacons is very low given their short duration and

length. However, a trade–off can be set between the duration

of the handover and the number of beacons in the network.

If this feature is disabled, the impact on the network will be

decreased at the price of a longer period of time to perform

the handover. If it is enabled, a faster handover is possible at

the price of a little increase in the management traffic.

V. PERFORMANCE EVALUATION

In this section we report on the results of the performance

evaluation. In particular we compare the network performance

using Wi–Balance with the network performance using an

RSSI–based user association algorithm.

A. Evaluation Methodology

The performance evaluation is carried out on a real–world

testbed composed of three APs. The layout of the testbed is

depicted in Fig. 4. The APs are built upon the the PCEngines

ALIX 2D (x86) processing board and run OpenWRT 15.05.01.

The Wi–Fi cards are based on the Atheros AR9220 chipset.

All the experiments are carried out on the 5 GHz frequency

band using the IEEE 802.11n physical layer [32]. The channels

used by the APs are selected by the channel assignment

algorithm presented in Sec. III-B. The scenario also comprises

the 5G–EmPOWER controller (not shown in the picture) and

a set of 10 stations. One of these stations moves following

Fig. 4: Testbed deployment layout and APs–users distribution.

TABLE I: Configuration of the measurements campaign.

Test Traffic type User groups traffic dist. Bandwidth (Mbps)

A UDP Constant - Intermittent 10

B UDP Constant - Intermittent 5

C TCP Constant - Intermittent -

D UDP Intermittent - Constant 10

E UDP Intermittent - Constant 5

F TCP Intermittent - Constant -

G UDP Constant - Constant 10

H UDP Constant - Constant 5

I TCP Constant - Constant -

the path marked in blue in Figure 4. The remaining stations

are static and are deployed randomly across the entire floor.

Dell–branded laptops powered by an Intel i7 CPU and running

Ubuntu 16.04.02 are used as wireless clients. It should be

noted that our solution can be applied to other scenarios in

the 2.4 GHz band and including both uplink and downlink

traffic, as well as different number of stations and APs.

Nine experiments, identified with the letters from A to I ,

have been conducted. Each test has a duration of 5 minutes

and consists of a single UDP or TCP stream between wireless

clients and a server sharing the same backhaul with the APs.

In the case of UDP traffic, different bitrates are used. The

set of 10 users is divided into 2 groups with 5 stations

each for the tests from A to F . The first group performs

transmissions with a constant bitrate that is maintained for the

entire duration of the measurement. By contrast, the second

group uses intermittent transmissions. These stations transmit

traffic for 40 seconds, and after that, they stop the transmission

for 20 seconds. This pattern is repeated until the end of

the experiment. Then, the role of the groups is inverted,

i.e. the stations with constant bandwidth perform intermittent

transmissions, and vice versa. In the experiments from G to I ,

all the stations generate constant bitrate traffic. A summary of

the different scenarios can be found in Table I.
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Fig. 5: Network–wide channel utilization for both the UDP

and the TCP traffic transmissions.
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Fig. 6: Average deviation of the channel utilization of each

AP with regard to the network–wide ratio for both the UDP

and the TCP traffic transmissions.

The effectiveness of our proposal is compared with the

RSSI–based scheme, in which the stations intend to asso-

ciate to the AP providing the strongest signal. As evaluation

metrics we have considered the delivery ratio, the aggregated

throughput, the wireless channel utilization, the Jain’s fairness

index [33] and the retransmission ratio. Apart from the uplink

transmissions, no downlink traffic exists between the APs and

the stations.

B. Experimental Results

Especially in situations of congestion, an uneven distribution

of the stations may cause some of the APs to be saturated,

while some others are idle. As a consequence, the users

connected to first group of APs will share the available

bandwidth which in time could result in a lower aggregated

network throughput compared to a situation with an even

distribution of the stations across the various APs. From the

results shown in Fig. 5 it can be observed that the average

channel occupancy ratio with Wi–Balance is up to 30% lower

than the channel occupancy ratio with the RSSI–based scheme.

This is achieved through a more efficient users distribution,

which results in a more balanced network and a decrease in

the channel contention.

In addition to reducing the overall channel utilization, it is

even more important that the APs have an occupancy ratio

that is as similar as possible. This situation is displayed in
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Fig. 7: Average delivery ratio for the UDP traffic transmissions

at 5 and 10 Mbps.
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Fig. 8: Network–wide aggregated throughput for both the UDP

and the TCP traffic transmissions.

Fig. 6, where the average deviation of the channel utilization

of each AP with regard to the average network–wide ratio

using Wi–Balance is compared with the channel utilization

obtained using the RSSI–based scheme. As can be seen, the

utilization of each AP widely differs for the reference scheme,

while this ratio is more balanced in the case of Wi–Balance.

Figure 7 plots the delivery ratio achieved in the tests

using UDP traffic. It can be seen that in all the experi-

ments Wi–Balance outperforms the results obtained by the

RSSI–based scheme by an average of 17%, and up to 25%

in the experiments D and H . The network–wide aggregated

throughput is presented in Fig. 8 for the UDP and TCP traffic.

The figure shows that the efficient scheduling of the stations

leads to an increase in the throughput by an average of 16%

and up to 25% in the scenarios D and H.

In addition to enhancing the performance, an efficient

load–balancing algorithm must distribute the bandwidth evenly

among the stations. To demonstrate this effect, Fig. 9 compares

the Jain’s fairness index of the stations throughput using

Wi–Balance and the RSSI–based scheme. As can be seen,

Wi–Balance delivers a better fairness in all the experiments.

Wi–Balance performs better than the RSSI–based scheme

also for the mobile users, as can be observed in Fig. 10. This

is because when a station moves over the coverage area, the

AP to which it is connected is not chosen only according to

the signal strength, on the contrary also the AP traffic load

is considered. For this reason, the throughput improvement
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Fig. 9: Jain’s fairness index of the throughput achieved by

all the wireless clients for both the UDP and the TCP traffic

transmissions.
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Fig. 10: Average throughput achieved by the mobile station

for both the UDP and the TCP traffic transmissions.
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Fig. 11: Network–wide average retransmission ratio for both

the UDP and the TCP traffic transmissions.

is notably higher for the mobile users. Finally, the efficient

usage and scheduling of the network resources makes also

possible to enhance the network reliability. Since Wi–Balance

results in a more uniform wireless client distribution, the

retransmission ratio is also decreased by an average of 30%.

This phenomenon is displayed in Fig. 11.

VI. CONCLUSIONS

In this paper we presented Wi–Balance, a novel SDN–based

solution for joint user association and channel assignment

in WiFi networks. Moreover, we also introduced a seamless

handover mechanism for Wi–Fi networks capable of operating

in a multi–channel environment.

The performance of Wi–Balance has been evaluated in

a real–world testbed under different scenarios considering

mobile and static users. More specifically, compared to

RSSI–based user association schemes, Wi–Balance can reduce

the channel utilization by up to 30% and can improve the ag-

gregated network throughput by up to 28% without penalizing

the network fairness. Conversely a slight improvement in the

Jain’s fairness index can be noticed when using Wi–Balance.

As future work we aim to extend Wi–Balance to consider the

wired backhaul in the user association algorithm. Moreover,

we plan to support the traffic prioritization and aggregation

features supported by the 802.11e and 802.11n standards.
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Abstract—The increasing demand for multimedia content and
for live broadcasting is bringing renewed interest in multicast
applications. In many cases, users access such streams using
Wi–Fi networks. However, multicast over Wi–Fi poses several
challenges including low–data rates and coexistence issues with
regard to other unicast streams. Software Defined Networking
(SDN) has recently emerged as a novel approach to network
control and management. In this paper we present SDN@Play,
a novel SDN–based solution for multicast rate–adaptation in
Wi–Fi networks. The solution builds upon a new abstraction,
named Transmission Policy which allows the SDN controller to
reconfigure or replace a certain rate control policy if its optimal
operating conditions are not met. An experimental evaluation
carried out over a real–world testbed shows that this approach
can deliver an improvement of up to 80% in terms of channel
utilization compared to legacy 802.11 multicast. We release the
entire implementation including the controller and the data–path
under a permissive license for academic use.

Keywords—WLANs, IEEE 802.11, multicast, rate adaptation,
software defined networking.

I. INTRODUCTION

Multimedia content delivery has witnessed a dramatic in-

crease in popularity in the last decades. The growth in us-

age of platforms like YouTube and Netflix is a clear state-

ment in support of this trend. Multicast transmissions are

a particular use case within the generic multimedia content

delivery domain where the same content is to be delivered

to multiple destinations or receptors. Common examples of

multicast applications are live broadcasting, online courses

and tutorials, and multiplayer gaming. Due to the popularity

of such applications in both the home and the enterprise

networking domains, it is of capital importance to properly

support them on 802.11–based WLANs (which is the most

popular Wireless LAN technology). However, in addition to

the challenges raised by multicast transmissions in the wired

domain, such as routing and group management, WLANs pose

a completely new set of difficulties.

WLANs based on the 802.11 family of standards dynami-

cally choose among differed modulation and coding schemes

(MCS) for frame transmission. For example, in the case of

802.11a/g networks, devices can choose bit–rates varying from

1 to 54 Mb/s, while in the case of the 802.11n/ac networks

higher throughput MCSes are also available. This process,

known as rate adaptation, is however restricted to unicast

frame transmissions. This is due to the fact that, 802.11 uses

a two–way handshake protocol where each data transmission

must be acknowledged by the receiver. However, in the case

of multicast transmissions, acknowledgements cannot be used

as they would inevitably collide at the transmitter. As a result,

multicast transmissions are usually performed at the lowest

MCS (in order to increase both the range and reliability of

the transmission) and do not use any form of transmission

feedback mechanism. This has several drawbacks: (i) it sev-

erally limits the throughput for multicast transmissions, (ii) it

consumes a significant portion of the available airtime affect-

ing also the capacity available to other (unicast) flows, and

(iii) given that multicast frames cannot be retransmitted, the

reliability of the multicast streams can be adversely impacted.

Software Defined Networking (SDN) has recently emerged

as a new way of refactoring network functions. By clearly

separating data–plane from control–plane and by providing

high–level programming abstractions, SDN allows to imple-

ment traditional network control and management tasks on

top of a logically centralized controller. However, albeit SDN

is already an established technology in the wired domain, with

OpenFlow playing the role of de–facto standard [1], equivalent

solutions for wireless and mobile networks have only recently

started to appear [2], [3].

The contribution of this paper is twofold. First, we introduce

a new programming abstraction for multicast communications.

Second, we use such an abstraction to implement SDN@Play,

an SDN multicast rate adaptation scheme for 802.11–based

WLANs. The proposed solution allows utilizing higher bitrates

for multicast transmissions while preserving the reliability of

the communication. Based on a real–world testbed evaluation

we have been able to demonstrate an improvement of up to

80% in terms of channel utilization compared to standardized

multicast schemes for 802.11 networks. We release the entire

implementation, including the controller and the data–path,

under a permissive APACHE 2.0 license1 for academic use.

The rest of this paper is structured as follows. In Sec. II we

discuss the related work. We delve into the SDN@Play design

in Sec. III, whereas in Sec. IV the implementation details are

presented. Section V describes the evaluation methodology and

discusses the results of the measurements. Finally, Sec. VI

draws the conclusions pointing out future work.

1Available at: http://empower.create-net.org/

978-3-901882-89-0 @2017 IFIP 263
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II. RELATED WORK

In this section we shall first provide a short background

on multicast communications in IEEE 802.11–based WLANs.

Then, we will review the most relevant related work highlight-

ing our technical contributions.

Multicast communications are an efficient way to send the

same information to many clients. In fact, by leveraging on

the broadcast nature of the wireless medium, it is possible to

deliver the same frame to multiple wireless terminals instead

of transmitting it individually to each of them. However,

according the 802.11 standard, multicast frames are never re-

transmitted nor acknowledged. As a consequence, transmission

reliability is highly reduced. Moreover, the lack of feedback

information makes it impossible to adapt the transmission data

rate, hence being the basic rate used instead.

The IEEE 802.11aa amendment has been introduced to

improve multicast communications performance while keeping

the compatibility with current devices. The amendment im-

proves the multicast frame transmission reliability by introduc-

ing the Group Addressed Transmission Service. This service

specifies several retransmission policies and is composed of

two different mechanisms: Direct Multicast Service (DMS)

and Groupcast with Retries (GCR). In DMS mode each

multicast frame is converted into as many unicast frames as the

number of receptors in the multicast group. Each unicast frame

may be retransmitted as often as necessary until the Access

Point (AP) receives the ACK or the retransmission counter

reaches its limit. In spite of ensuring high communication

reliability, the DMS mode does not scale with the number

of receptors in the multicast group.

GCR is a flexible service composed of three retransmissions

methods: Legacy Multicast, Unsolicited Retries (UR) and

Block ACK (BACK). The Legacy Multicast mode is the

one defined in the original IEEE 802.11 standard. The UR

policy specifies a number of retry attempts, N , in a manner

that a frame is transmitted N + 1 times. In this way, the

probability of a successful transmission is increased. However,

UR may unnecessarily retransmit frames, hence increasing the

overall network utilization. In BACK mode the AP reaches

an agreement with the multicast receptors about the number

of consecutive unacknowledged frames. After that, the AP

sends a burst of multicast packets up to that number and

requests a Block ACK from each receptor. Both this request

and the corresponding ACKs are sent in unicast mode. Despite

the control traffic overhead is reduced, also this approach

does not scale with the number of receptors in the group. A

comprehensive description of the various multicast schemes

supported by the 802.11 standard can be found in [4].

Multicast rate selection may be achieved by defining feed-

back gathering mechanisms allowing the transmitter to dis-

cover the wireless medium status. Leader-based schemes are

the most common proposals in the literature. LBP [5] aims at

improving multicast communications by enabling ACKs. For

this purpose, the receptor exhibiting the worst signal quality

is selected as a leader and is in charge of sending ACKs.

However, a procedure for the leader selection is not provided.

Meanwhile, ARSM [6] divides its operation mode into two

phases: in the first one, the group leader is selected, whereas

in the second step the Signal-to-Noise Ratio (SNR) derived

from the leader ACKs is used to adapt the transmission rate.

H-ARSM [7] is an evolution of ARSM for hierarchical video

transmissions over WLANs that ensures a minimum quality of

the video sequence for all the receptors. The rate adaptation

based on the SNR is also used in SARM [8]. In this scheme,

the AP identifies the worst receptor by sending beacon frames

to which the stations must reply indicating their own SNR.

After that, the APs must let the remaining stations know

about the new situation. However, changes at the client side

are needed in order to implement this scheme. In this same

category, mechanisms based on the frame delivery probability

estimation have been also proposed [9].

Quality of Experience (QoE) has often been used as basis

for rate adaptation in multimedia applications. In [10] a

neural network is designed to build a model that maps QoE

measurements into MCSes. PSQA [11] is developed as a

hybrid objective–subjective metric that simulates how humans

perceive impairments to video transmissions. A similar con-

sideration can be made for [12]. In [9] authors address the

multicast video delivery using a real–life testbed. In this solu-

tion the time is split into a transmission and a polling period.

During the transmission period, stations collect the received

sequence numbers. After that, APs gathers that information to

calculate the link delivery probabilities. The transmission rate

is then selected by comparing these values with the values

obtained from the two previous rounds. However, changes at

the client side are needed.

Multicast is not the only strategy to improve video delivery

over wireless networks. For example in [13] dynamic channel

switching is used in order to ensure that wireless video stream-

ing takes place over the channel whose condition is most likely

to provide a good video quality. Equally important are the

evaluation methodology–focused works. For example in [14]

the authors evaluate the effectiveness of streaming video over

wireless LANs using the H.264 codec. The study concludes

that streaming video content over 802.11n is a viable option

and that perceptual quality of video is affected by the amount

of background traffic and the presence of interfering nodes.

Service quality can be also enhanced by SDN–based ap-

proaches. In [15], [16] some controls are exposed to the

users to manage the service quality. Poor performance due

to link failures is addressed in [17], proving that SDN-

based management can be used to improve WLAN networks.

MultiFlow [18] aims to improve multicast communications

using SDN principles. However, results are only presented

as a numerical analysis and the channel utilization ratio may

exceed the Legacy multicast one when the size of group is

greater than a certain threshold.

In spite of the improvements made, most of the aforemen-

tioned works have either only been tested via simulations or

require significant modifications to the wireless client’s stack

making them incompatible with the IEEE 802.11 standard.
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Fig. 1: SDN@Play System Architecture.

Conversely, in this work we aim at providing a practical

programmable multicast rate–adaptation solution that is fully

compatible with the IEEE 802.11 standard and that, by being

fully software–defined, can be customized to the requirement

of the particular multimedia application.

III. SDN@Play DESIGN

Current networking technologies have several problems

whose solutions often require substantial changes to the

network stack. SDN has emerged as a new paradigm ca-

pable of addressing such limitations by introducing a fully

programmable and modular network, making it possible to

implement control and management tasks on top of a (logi-

cally) centralized control plane instead of implementing them

as distributed applications. Figure 1 depicts the high–level

reference system architecture used in this work. As can be

seen, it consists of three layers: infrastructure, control and

application. The infrastructure layer includes the data–plane

network elements (i.e. the 802.11 APs) which are in constant

communication with the (logically) centralized controller sit-

uated at the control layer. Applications run at the application

layer leveraging on the global network view exposed by the

controller in order to implement the network intelligence.

As discussed before, OpenFlow is one of the most widely

adopted options to implement the link between the data–

plane and the control–plane (the so–called southbound inter-

face). Nevertheless, its features are mostly targeted at wired

packet switched networks and are poorly suited for controlling

wireless networks [2]. As a consequence, in the last years

several SDN solutions for wireless and mobile networks have

emerged, examples include EmPOWER [2] and Odin [3].

A. The Multicast Transmission Policy Abstraction

The fundamentals of SDN call for a clear separation be-

tween control–plane and data–plane. This requires identifying

how network resources are exposed (and represented) to soft-

ware modules written by developers and how those can affect

the network state. Due to the stochastic nature of the wireless

medium, the physical layer parameters that characterize the

radio link between a Wi–Fi AP and a wireless client, such

as transmission power, modulation and coding schemes, and

MIMO configuration must be adapted in real–time to the ac-

tual channel conditions. As a consequence, any programming

abstraction for rate–adaptation in Wi–Fi networks must clearly

separate fast–control operations that must happen very close

to the air interface, such as rate adaptation, from operations

with looser latency constrains, such as mobility management.

In this work we propose the Transmission Policy abstraction

which allows an SDN controller to reconfigure or replace a cer-

tain rate control policy if its optimal operating conditions are

not met. More specifically, the Transmission Policy specifies

the range of parameters the AP can use for its communication

with a wireless client. Such parameters include:

• MCSes. The set of MCSes that can be used by the rate

selection algorithm.

• RTS/CTS Threshold. The frame length above which the

RTS/CTS handshake must be used.

• No ACK. The AP shall not wait for ACKs if true.

• Multicast policy. Specifies the multicast policy, which can

be Legacy, DMS, or UR.

• UR Count. Specifies the number of UR retransmissions.

Transmission Policy configurations can be specified on a

L2 destination address basis. As a result, for each desti-

nation address and for each AP in the network a specific

Transmission Policy configuration can be created. Notice how

the Transmission Policy abstraction allows the controller to

specify the set of MCSes that can be used by the rate control

algorithm. However, the frame–by–frame selection of the MCS

is implemented at the AP and not at the controller.

Table I lists four Transmission Policy configurations, two

for unicast addresses and two for multicast addresses. The

first multicast entry (01:00:5e:b4:21:90) specifies Legacy as

multicast mode. This instructs the AP to send every multicast

frame with the specified destination address using 24 Mb/s

as transmission rate. We remind the reader that in Legacy

mode multicast frames are sent only once and no acknowl-

edgment is generated by receptors. The second multicast entry

(01:00:5e:40:a4:b4) specifies DMS as multicast mode. In this

case for every multicast frame with this destination address,

the AP will generate as many unicast frames as the number

of receptors in the multicast group. The transmission rate for

such unicast frame will be selected by the AP using the list

of available MCSes specified by the corresponding unicast

Transmission Policy configuration.

The content of Table I is manipulated by the controller

via the southbound interface using a CRUD (Create, Retrieve,

Update, Delete) model. The details of the signaling protocol

are omitted due to space constrains.
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TABLE I: Transmission Policy Configurations.

Destination Type MCS RTS/CTS No ACK Multicast UR Count

20:47:47:ac:61:5f unicast 6, 12, 18, 24, 36, 48, 54 2436 False n.a. n.a.

5c:e0:c5:ac:b4:a3 unicast 6, 12, 18, 24, 36, 48, 54 2436 False n.a. n.a.

01:00:5e:b4:21:90 multicast 24 n.a. n.a. Legacy n.a.

01:00:5e:40:a4:b4 multicast n.a. n.a. n.a. DMS n.a.

B. Multicast Rate Adaptation

In this section we illustrate how the Transmission Policy

abstraction can be used to implement the SDN@Play multicast

rate adaptation mechanism. This algorithm has the goal of

intelligently steering the data rate selection for multicast

applications toward a more efficient operating point.

The idea behind SDN@Play is to use the link delivery statis-

tics collected by the rate adaptation algorithm implemented at

the AP and available at the controller to dynamically adapt

the MCS used for multicast transmissions in Legacy mode.

However, as discussed before, the rate adaptation algorithm is

used only for unicast transmissions. As a result, if there are no

ongoing unicast transmissions between an AP and a wireless

client, no link delivery statistics will be computed. In order to

circumvent this issue we introduce a two phases scheme.

During the first phase, which represents the smallest per-

centage of the algorithm time, the controller sets DMS as

multicast policy for the multicast address M . We remind the

reader that in DMS mode multicast transmissions are replaced

by as many unicast transmissions as the number of receptors

in a group2. This allows the rate adaptation algorithm to kick–

in and to gather the link delivery statistics for all the receptors

in the group. In the second phase the controller uses the link

delivery statistics collected during the first phase to compute

the MCS with the highest successful delivery probability for

every receptor in the group. Based on this information, a worst

receptor approach is used to compute the optimal transmission

MCS Ropt. The controller then sets Legacy as multicast policy

for the multicast address M and specifies Ropt as single entry

in the list of available MCSes for that destination.

The whole process, sketched in Fig. 2, is repeated peri-

odically with a configurable ratio between DMS and Legacy

periods. This allows the programmer to trade accuracy for air-

time utilization. Specifically, by increasing the fraction of time

of the DMS mode it is possible to improve the link delivery

ratio at the price of higher channel utilization. Conversely, by

increasing the fraction of time of the Legacy mode, the airtime

utilization is improved at the price of a possible lower frame

delivery ratio (especially if channel conditions are fluctuating).

Based on the aforementioned link delivery statistics, the

optimal transmission rate for a given multicast group is

calculated by the Wi–Fi AP as follows. Let M be the set

of n = |M | multicast receptors in a multicast group and let

Ri be the set MCS supported by the multicast receptor i ∈ M .

If pi(rj) is the delivery probability of the MCS index j at the

2Notice how creation and maintenance of the multicast group is out of the
scope of this work.

multicast receptor i, we can define the valid multicast group

transmission rates Rvalid as follows:

Rvalid =

n\

i=1

{r ∈ Ri|pi(r) > pth} (1)

This is the list of MCS indexes with a delivery probability

higher than an input threshold pth for all the receptors in

the multicast group, i.e. any of those rates would results in

a delivery probability of at least pth. The optimal multicast

transmission rate Ropt is then computed as follows:

Ropt =




max (Rvalid) if Rvalid 6= ∅

min
�T

n

i=1
argmax

r

(pi(r))
�

otherwise
(2)

This approach ensures that the selected multicast rate has

a high delivery probability even for the multicast receptors

experiencing bad channel conditions. Notice how if for a

receptor there are not MCS indexes whose delivery probability

is higher than the input threshold, then our algorithm selects

for each receptor the MCS index with the highest delivery

probability and from this set picks the lowest MCS index.

This is done in order to ensure that the transmission can be

decoded by the receptor with the weakest link to the AP.

It should be pointed out that signaling between the AP

and the controller for the link delivery statistics interchange

requires some limited adjustments on the AP. Nevertheless, it

is worth emphasising that the deployment of this scheme does

not need to perform changes to neither the wireless terminals

nor the IEEE 802.11 protocol.

IV. IMPLEMENTATION DETAILS

To demonstrate the usefulness of SDN@Play in real-world

settings, we implemented it over the EmPOWER platform. In

particular: (i) we extended the southbound interface allowing

it to collect link delivery ratio statistics; (ii) we extended the

data–path implementation in order to properly handle multicast

frames; and (iii) we added support for the new Transmission

Policy primitive in the EmPOWER SDK.

A. Statistics gathering

The EmPOWER platform, on which SDN@Play is based,

provides a rich set of programming primitives made available

to the programmers trough a Python–based SDK. The list of

primitives can be found in [2]. Primitives can operate in either

polling or trigger mode. In the former mode (polling) the

controller periodically polls one or more APs for a specific

information, e.g. the number of packets received by a client.
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Fig. 2: SDN@Play’s two phases scheme. In the first phase DMS is used as multicast policy allowing the rate adaptation

algorithm to gather link delivery statistics. In the second phase the multicast policy is switched to Legacy and the collected

link delivery statistics are used to compute the optimal multicast MCS.

In the latter mode (trigger) a thread is created at one or more

APs. Such thread is identified by a firing condition, e.g. the

RSSI of one client going below a certain threshold. When such

condition is verified a message is generated by the AP.

In this work we added support for a new polling–based

primitive allowing the access to the rate adaptation algorithm

statistics for a given client. For each supported MCS, the Expo-

nentially Weighted Moving Average (EWMA) probability and

the expected throughput in the last observation window are

reported. Moreover, the total number of successful and failed

transmissions are also reported. This primitive is used by the

SDN@Play application to gather the link delivery statistics

for all the wireless clients involved in multicast transmissions.

We remind the reader that this information is maintained

by the rate adaptation algorithm implemented by the AP.

Therefore, no extra computation is added to the APs logic.

More information on the particular rate adaptation algorithm

used in our prototype is provided in the next subsection.

B. Data–path Implementation

Each AP consists of two components: one Open-

vSwitch [19] instance managing the communication over the

wired backhaul; and one Click modular router [20] instance

implementing the 802.11 data–path. Click is a framework

for writing multi–purpose packet processing engines and is

being used to implement just the wireless client/AP frame

exchange, while all the network intelligence is implemented

at the centralized controller. Communications between Click

and the controller take place over a persistent TCP connection

(i.e. the southbound interface).

Rate adaptation is also implemented in Click using the

Minstrel [21] algorithm (ported to C++ from its Linux Kernel

implementation). Minstrel operations follow a multi–rate retry

chain model in which four rate–count pairs, r0/c0, r1/c1,

r2/c2 and r3/c3, are defined. Each pair specifies the rate at

which a unicast frame shall be transmitted and a fixed number

of retry attempts. Once the packet is successfully transmitted,

the remainder of the retry chain is ignored. Otherwise the AP

TABLE II: Minstrel Retry Chain Configuration.

Rate
Look–around

Normal transmission
Random < Best Random > Best

r0 Best rate Random rate Best rate

r1 Random rate Best rate Second best rate

r2 Best probability Best probability Best probability

r3 Base rate Base rate Base rate

will move to the next pair in the chain. When the last pair

has been also tried, the frame is dropped. For each supported

MCS, Minstrel tracks the link delivery ratio and the expected

packet throughput given the probability of success. Statistics

are recomputed every 100ms. In particular the rates with the

highest throughput, second highest throughput, and highest

delivery probability are maintained by Minstrel.

In order to adapt to changes in channel conditions, Minstrel

spends part of its time in a so-called look–around mode.

Specifically, 90% of the time, Minstrel configures the retry

chain using the collected link delivery statistics. In the remain-

ing 10% of the time it randomly tries other MCSes to gather

statistics. Table II summarizes the criteria used by Minstrel to

fill the retry chain in both normal and look–around mode.

We extended the Click data–path implementation in or-

der to support generalized transmission policies for unicast,

multicast, and broadcast addresses as opposed to the original

transmission policies that could be specified only for unicast

addresses. According to the new transmission policies, the rate

adaptation algorithm (i.e., Minstrel) will use the first entry

in the list of available MCSes if the multicast mode is set

to Legacy. Conversely, if the multicast mode is set to DMS,

the frame will be duplicated for each receptor in the group

and will be fed back to the rate control algorithm which will

then apply the unicast transmission policy associated to that

receptor. Finally, if the multicast mode is set to UR, the frame

will be transmitted N times at the specified multicast rate.
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C. The Multicast Transmission Policy Abstraction

The Transmission Policy abstraction is exposed through an

object mapping properties to operations. Such an interface

allows programmers to fetch the Transmission Policy config-

uration for a certain address by accessing the tx_policy

property of a Resource Block object. A Resource Block is the

minimum allocation block in the network and is defined as

a 2–tuple hf, bi, where f and b are, respectively, the center

frequency and the band type. For example, the Resource Block

made available by an 802.11n AP tuned on channel 36 and

supporting 40 MHz–wide channels is represented by the tuple

(36, HT40). The prefix HT is used to indicate that this band

supports the High Throughput MCSes. Each AP has as many

Resource Blocks as the number of available Wi–Fi interfaces.

The following Python listing shows how to access the

Transmission Policy configuration for the 04:F0:21:09:F9:96

unicast address:

>>>b l o c k . t x p o l i c y [ ’ 0 4 : F0 : 2 1 : 0 9 : F9 : 9 6 ’ ]
(<12 ,36 ,48 ,54> , 2436 , F a l s e , None , None )

As can be seen, the object above contains a single entry

mapping a unicast address with a Transmission Policy con-

figuration. In this example, the address 04:F0:21:09:F9:96

has been assigned a configuration specifying which range of

parameters the AP can use for its communication with the

client (in this case adaptive rates selection will select the actual

MCS).

Configuring the Transmission Policy is simply a matter of

assigning new values to any of the port properties, for example

the following listing sets DMS as transmission policy for the

01:00:5e:00:00:fb multicast address:

>>>t x p = b l o c k . t x p o l i c i e s [ ’ 0 1 : 0 0 : 5 e : 0 0 : 0 0 : fb ’ ]
>>>t x p . mcas t = TX MCAST DMS

Similarly, the following listing sets the multicast mode back

to Legacy and specifies also a new multicast rate:

>>>t x p = b l o c k . t x p o l i c i e s [ ” 0 1 : 0 0 : 5 e : 0 0 : 0 0 : fb ” ]
>>>t x p . mcas t = TX MCAST LEGACY
>>>t x p . mcs = [ 2 4 ]

The proposed solution allows the specification of flexible

transmission policies for each multicast group. As a result,

each group is assigned a rate that is calculated considering

the conditions of all its multicast receptor.

V. PERFORMANCE EVALUATION

The evaluation presented in this section has been carried out

in a real environment with the goal of comparing SDN@Play

with the multicast schemes currently defined in the 802.11

standard, namely Legacy and DMS. In this section we shall

first describe the testing environment and the evaluation

methodology, then we will discuss the outcomes of the mea-

surements campaign.

MR1

MR5

MR2 MR3

MR4

S

SW W

C U1 U2

4 m

3,50 m

6,80 m

1,80 m

3,50 m

Fig. 3: Testbed deployment layout.

A. Evaluation Methodology

The testbed is composed of one AP (W ), five multicast

receptors (MRx), two wireless background traffic generators

(U1, U2), one controller (C), one video server (S), and one

Ethernet switch (SW ). The testbed layout is sketched in Fig. 3.

The AP is based on the PCEngines ALIX 2D (x86) pro-

cessing board and is equipped with a single Wi–Fi interface

(Atheros AR9220 chipset). The AP runs the OpenWRT Oper-

ating System (15.05.01). All experiments are carried out on the

5 GHz band. The controller, the background traffic generators,

and the multicast receptors are all Dell laptops equipped with

an Intel i7 CPU, 8GB of RAM, and running Ubuntu 16.04.

A variable number of multicast receptors, ranging from

1 to 5, has been used in our measurements. In order to

present a more realistic scenario we have also introduced some

artificial background traffic in the network. For this purpose,

two stations, denoted as U1 and U2, generate a saturated UDP

connection addressed at the AP. A multicast video stream is

generated by the video server S and delivered to an increasing

number of receptors. The video stream consists of a one

minute sequence encoded using the High Efficiency Video

Coding Standard (HEVC) and transmitted at 1.2 Mbps using

FFmpeg [22].

Five scenarios have been defined in this study: Legacy,

DMS, and SDN@Play. In the case of SDN@Play we con-

sidered three configurations, namely: 100/900, 500/2500 and

500/4500. The first number refers to the duration (in ms) of

the DMS period while the second one refers to the duration

of the Legacy period. As evaluation metrics we considered

delivery ratio and wireless channel utilization. Between each

measurement the rate adaptation statistics have been cleared.

Moreover, apart from the multicast video stream, no downlink

traffic exists between AP and receptors. Therefore, the rate
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adaptation algorithm can only be executed during the DMS

periods. Every measurement has been repeated 5 times.

B. Results

Figure 4 plots the average delivery ratio using different

multicast strategies. As can be seen, the Legacy multicast

strategy provides the highest frame delivery ratio. This is

due to to fact that, in Legacy mode, multicast frames are

transmitted at the lowest rate (which is usually also the more

robust). DMS on the other delivers the worst performance due

to the fact that DMS converts each multicast stream into as

many unicast streams as the number of MRs. Each stream uses

ACKs and retransmissions leading to a higher wireless channel

utilization. Conversely, the SDN@Play scheme delivers in

general the same performance level irrespective of the number

of receptors. Nevertheless, the overall performance is slightly

worse than the one provided by the Legacy multicast scheme.

The reason for this behavior is that SDN@Play tries in general
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Fig. 6: Channel utilization Vs an increasing number of

multicast receptors.

to use a high MCS index for multicast frames which may result

in higher packet loss in case of channel quality fluctuations.

Figure 5 plots the average throughput of the two unicast

streams for an increasing number of MRs. From this figure

we can notice that, when the Legacy mode is used, the unicast

streams have the lowest throughput. This is due to the fact that,

in Legacy mode, multicast frames are transmitted at the lowest

MCS which in time results in less resources being available

to the unicast streams. In fact, SDN@Play outperforms the

unicast throughput by up to 500 kbps in comparison with the

standard schemes. Such behavior is more evident in Fig. 6,

where the airtime utilized by the multicast stream is plotted.

As can be seen, when operating in Legacy mode, 20% of the

channel resources are used by the multicast stream. It is also

interesting to notice that, when 5 multicast receptors are active,

the DMS and the Legacy airtime utilization are approximately

the same. On the other hand, the airtime used by SDN@Play

only marginally increases with the number of receptors. As

a result, a reduction in the channel utilization up to 80% is

achieved. Figure 8 shows the total traffic associated to the

multicast stream in the various scenarios. It is interesting to

notice that SDN@Play essentially delivers as much traffic as

the legacy scheme while using only a fraction of the resources.

Figure 9 reports the distribution of the MCS used in the

case of 5 MRs. The Legacy scheme is omitted because only

the lowest MCS is used. As can be seen, in DMS mode

almost all transmissions happen at the highest MCS (54
Mb/s). On the contrary, in the three SDN@Play scenarios

the MCS distribution is significantly different. In particular it

can be noticed that using long DMS periods (500− 2500 and

500−4500) allows the system to quickly converge on the best

MCS. Conversely, with short DMS periods (100−900) the rate

adaptation algorithm may not have enough time to converge

on the optimal MCS, thus the presence in the distribution of

low MCS indexes.

In order to provide additional information about the con-

ditions in which the performance evaluation described in this
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section has been performed, we collected the RSSI values for

all the frames decoded by the MRs during the measurements.

Figure 7 plots the distribution of the RSSI samples in the case

of 5 multicast receptors. As can be seen the RSSI conditions

for the 5 multicast schemes are essentially constant across all

the multicast receptors. Similar considerations can be made for

the other measurements with a smaller number of receptors.

VI. CONCLUSIONS

In this paper a new SDN–based approach is proposed to

adapt the multicast data rate in IEEE 802.11–based WLANs.

For this purpose, a two–phase algorithm, named SDN@Play,

has been designed and implemented. SDN@Play coordinates

the usage of different retransmission policies allowing the Wi–

Fi APs to always use the most efficient multicast transmission

rate. An experimental evaluation carried out over a real–world

testbed shows that SDN@Play can deliver an improvement of

up to 80% in terms of channel utilization compared to legacy

802.11 multicast while maintaining full backward compatibil-

ity with standard 802.11 wireless terminals.

As future work we plan to extend SDN@Play in order to

account for multiple multicast groups as well as multiple Wi–

Fi APs. Moreover, we also plan to jointly address mobility

management and rate adaptation for both unicast and multicast

flows. Finally, we are also considering extending the scope of

the work to encompass also the wired segment of the network.
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Abstract—The ever–increasing demand for mobile content
delivery and multimedia services is bringing renewed interest in
multicast communications in Wi–Fi based WLANs. Nevertheless,
multicast over Wi–Fi raises several challenges including low data
rates and coexistence issues with other unicast streams. Some
amendments to the Wi–Fi standard, such as 802.11aa, have
introduced new delivery schemes for multicast traffic as well
as finer control on the low–level aspects of the 802.11 medium
access scheme. However, the logic for using such features is left
to the implementer of the standard. In this paper we present
SDN@Play Mobile, a novel SDN–based solution for joint mobility
management and multicast rate–adaptation in Wi–Fi networks.
The solution builds upon a new abstraction, named Transmission
Policy, which allows the SDN controller to reconfigure a multicast
transmission policy when its optimal operating conditions are not
met. An experimental evaluation carried out over a real–world
testbed shows that our approach can deliver significant im-
provements in terms of both throughput and channel utilization
compared to the legacy 802.11 multicast scheme. Finally, we
release the entire software implementation under a permissive
APACHE 2.0 license for academic use.

Keywords—WLANs, IEEE 802.11, multicast, rate adaptation,
software defined networking, mobility, multimedia.

I. INTRODUCTION

Wireless and mobile communications are witnessing an
exponential growth in the amount of traffic exchanged. For
example, the latest CISCO Visual Network Index [1] reports
that Wi–Fi and mobile traffic will account for 49% in 2020.
Multimedia communications are becoming dominant, and it
is also expected that 78% of the mobile traffic will be
video by 2021. Moreover, the emergence of mobile devices
and the demand for constant connectivity have led Wi–Fi
networks to be deployed everywhere. In an effort to improve
the performance, these networks are typically composed of
multiple Access Points (APs) to increase the capacity of the
network and to provide support for roaming users. Both the
industry and the academia are well aware of the importance of
multicasting services. This is demonstrated by the undergoing
standardization efforts for the emerging 5G networks, which
has led to the release of the Multimedia Broadcast Multicast
Service (MBMS) by 3GPP [2] and by the increasing body of
literature on this topic [3], [4], [5].

Multicast and broadcast services are a particular class of
video traffic where contents must be delivered to a group of
users. Due to the high bandwidth and low delay requirements

of this traffic, multicast transmissions become an effective
solution to optimize network resources. Sport events, confer-
ences, game streaming, airports services, and real–time lessons
are just some of the scenarios where multicast transmissions
can be used. Moreover, wireless multicast can be used also
in machine–to–machine communications in scenarios such as
transport and emergency systems. Lastly, software upgrades
can be also further improved using multicast transmissions.

IPTV services over Wi–Fi are also a good example of
multicast video distribution in which most of the users tend
to connect to the network through mobile devices. This fact
shows how this technology can be widely used for business
and entertainment purposes as well as the importance of
ensuring reliable transmissions and user mobility. An example
of its applicability can be found in the deployment of a
campus network IPTV system to enable efficient distribution
of multicast traffic over a WLAN [6].

IEEE 802.11–based WLANs dynamically choose among
different Modulation and Coding Schemes (MCSes) for frame
transmissions. For example, in 802.11a/g WLANs, devices
can choose among MCSes resulting in bitrates ranging
from 1 to 54 Mb/s, while in 802.11n/ac WLANs higher MCSes
are available. However, since according to the IEEE 802.11
standard each frame must be acknowledged by the receiver,
the rate selection mechanism is restricted to unicast traffic.
This is due to the fact that, in case of multicast transmis-
sions, acknowledgments cannot be used given that they would
inevitably collide at the transmitter. As a result, multicast
frames are sent at the lowest MCS and do not make use
of any feedback mechanism. This implies several drawbacks:
(i) the throughput of multicast transmissions is very limited;
(ii) the use of basic data rates consumes more radio resources
affecting also the capacity available to other (unicast) flows;
and (iii) since multicast frames are not retransmitted, the
reliability of the multicast streams can be adversely impacted
by the channel conditions.

The traditional Wi–Fi network architecture hinders the intro-
duction of new solutions to overcome the problems presented
above while maintaining the compatibility with the 802.11
standard. In this regard, Software Defined Networking (SDN)
has recently emerged as a new way of refactoring network
functions. By clearly separating data–plane from control–plane
and by providing high level programming abstractions, SDN
allows implementing traditional network control and man-
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agement tasks on top of a logically centralized controller.
However, albeit SDN is already an established technology in
the wired domain, with OpenFlow playing the role of de–facto
standard [7], equivalent solutions for wireless networks have
only recently started to appear [8], [9], [10].

In this paper we propose a joint mobility management
and multicast rate adaptation algorithm for Software–Defined
WLANs. Our work aims at improving the performance of
multicast communications while reducing the utilization of
radio resources. This goal is achieved in a two–step procedure:
(i) selecting the multicast data rate that can deliver the ex-
pected quality in terms of performance; and (ii) associating the
multicast receivers to the APs in a way that the radio resource
utilization across the entire network is minimized. This paper
builds upon our previous work [11] by extending the proposed
algorithm to account also for mobile multicast receivers and
association management. Moreover, we also report on an
updated proof–of–concept implementation of the proposed
solution and on its field evaluation. The entire implementation,
including the controller and the data–path, is released under a
permissive APACHE 2.0 license1 for academic use.

The rest of the paper is structured as follows. In Section II
we discuss the related work. The system architecture as well
as the joint mobility management and rate control algorithms
are presented in Section III. Section IV reports on the imple-
mentations details, while Section V describes the experimental
evaluation and discusses the results of the measurements
campaign. Finally, Section VI draws the conclusions pointing
out future research directions.

II. RELATED WORK

In this section we first provide a background on multicast
communications in 802.11 WLANs. Then, we review the most
relevant related work highlighting our technical contributions.

Multicast communications are an efficient way to send the
same information to many clients. In fact, by exploiting the
broadcast nature of the wireless medium, it is possible to
deliver the same frame to multiple wireless terminals instead
of transmitting it individually to each of them. Nevertheless,
in IEEE 802.11 WLANs multicast frames are never retrans-
mitted nor acknowledged. As a consequence, the transmission
reliability is highly reduced. Moreover, the lack of feedback
information prevents the devices from adapting the transmis-
sion rate. Consequently, the 802.11 standard recommends the
use of the basic data rate for the multicast traffic.

The IEEE 802.11aa amendment [12] has been introduced
to improve the performance of the multicast communications
while keeping the compatibility with current devices. The
amendment improves the multicast reliability level by intro-
ducing the Group Addressed Transmission Service. This ser-
vice specifies several retransmission policies and is composed
of two different mechanisms: Direct Multicast Service (DMS)
and Groupcast with Retries (GCR). In DMS mode each
multicast frame is converted into as many unicast frames as
the number of receivers in the multicast group. Each unicast
frame may be retransmitted as often as necessary until the

1Available at: http://empower.create-net.org/

AP receives the ACK or the retransmission counter reaches
its limit. In spite of ensuring high reliability, DMS does not
scale well with the number of receivers in the multicast group.

GCR is a flexible service composed of three retransmission
methods: Legacy Multicast, Unsolicited Retries (UR) and
Block ACK (BACK). The Legacy Multicast mode is the
one defined in the original IEEE 802.11 standard. The UR
policy specifies a number of retry attempts, N , in a manner
that a frame is transmitted N + 1 times. In this way, the
probability of a successful transmission is increased. However,
UR may unnecessarily retransmit frames, hence increasing the
overall network utilization. In BACK mode the AP reaches
an agreement with the multicast receivers about the number
of consecutive unacknowledged frames. After that, the AP
sends a burst of multicast packets up to that number and
requests a Block ACK from each receiver. Both this request
and the corresponding ACKs are sent in unicast mode. Despite
the control traffic overhead is reduced, also this approach
does not scale with the number of receivers in the group. A
comprehensive description of the various multicast schemes
supported by the 802.11 standard can be found in [13].

Multicast rate selection may be achieved by defining feed-
back gathering mechanisms allowing the transmitter to gain
a better knowledge of the status of the wireless medium.
Leader–Based Protocols (LBP) are the most common propos-
als in the literature. LBP [14] aims at improving multicast
communications by enabling ACKs. For this purpose, the
receiver exhibiting the worst signal quality is selected as
a leader of the group and is in charge of sending ACKs.
However, a procedure for the leader selection is not pro-
vided. The Auto Rate Selection Multicast (ARSM) mech-
anism [15] divides its operation mode into two phases: in
the first one, the group leader is selected, whereas in the
second step the Signal–to–Noise Ratio (SNR) derived from
the ACKs of the leader is used to adapt the transmission
rate. Hierarchical–ARSM (HARSM) [16] is an evolution of
ARSM for hierarchical video transmissions over WLANs that
ensures a minimum quality of the video sequence for all the
receivers. The rate adaptation based on the SNR is also used
in SNR–based Auto Rate for Multicast (SARM) [17]. In this
scheme, the AP identifies the worst receiver by sending beacon
frames to which the stations must reply indicating their own
SNR. After that, the APs must inform the remaining stations
about the new situation. However, changes at the client side
are needed to implement this scheme.

The multicast rate adaptation problem is exacerbated when
considering mobile users since their channel conditions con-
stantly change. Based on these conditions, efficient handover
solutions are required to migrate these clients from one AP
to another in order to ensure that the quality of service
requirements of the end–user are met. This is precisely the
target pursued in [18], [19]. The mobility problem in multicast
is also analysed from the point of view of the wired backbone
interconnecting the Wi–Fi APs [20], [21]. These proposals,
however, focus on balancing the bandwidth in the backhaul,
neglecting the challenges related to the radio access segment.

An efficient handover process must ensure that the commu-
nication is not interrupted while performing the association
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with the new AP. Nevertheless, this concept, called seamless
handover, is difficult to achieve in traditional network archi-
tectures and has motivated the emergence of some SDN–based
works. In M–SDN [22] the central controller tracks channel
quality information to identify the best APs for a handover.
After that, a route from the current AP to the target ones is
computed. This approach reduces the service disruption time
at the price of generating additional traffic in the network.
A multi–channel architecture is introduced in [23], in which
several APs share the same MAC address to ensure seamless
handover. The validity of this proposal is tested via simulation
and over an OpenFlow–based testbed. However, it should be
noted that these approaches are targeted at unicast traffic,
and to the best of our knowledge, no current work addresses
the user mobility problem in multicast environments over
SDN–based WLANs.

Quality of Experience (QoE) has often been used as ba-
sis for rate adaptation in multimedia applications. In [24]
a neural network is designed to build a model that maps
QoE measurements into MCSes. PSQA [25] is developed
as a hybrid objective–subjective metric that simulates how
humans perceive impairments to video transmissions. Similar
consideration can be made for [26]. In [27] the authors address
the multicast video delivery using a real–life testbed. In this
solution the time is split into a transmission and a polling
period. During the transmission period, the stations collect
the sequence numbers of the received frames. After that, the
APs gather that information to calculate the link delivery
probabilities. The transmission rate is selected by comparing
these values with the ones obtained from the two previous
rounds. Changes at the client side are needed to implement
this scheme. MultiFlow [28] aims to improve multicast com-
munications using SDN principles. However, results are only
presented as a numerical analysis and the channel usage of the
proposed scheme may exceed the legacy multicast one when
the size of group is greater than a certain threshold.

In spite of the improvements made, most of the aforemen-
tioned works have either been tested via simulations or require
significant modifications to the wireless client’s stack, hence
making them incompatible with the IEEE 802.11 standard.
Moreover, the mobility problem is further aggravated when
considering multicast communications given that both the data
rate selection and the handover time affect all the receivers in
the network. In this regard, no research work in the literature
jointly address association management and multicast rate
selection in 802.11–based WLANs. Conversely, in this work
we aim at providing a practical and programmable multicast
rate adaptation and mobility management solution that is fully
compatible with the IEEE 802.11 standard and that, by being
fully software–defined, can be customized to the requirements
of the particular multimedia application.

III. SYSTEM DESIGN

Current networking technologies have several problems
whose solutions often require substantial changes to the
network stack. SDN has emerged as a new paradigm ca-
pable of addressing such limitations by introducing a fully

Fig. 1: SDN@Play Mobile System Architecture.

programmable and modular network, making it possible to
implement control and management tasks on top of a (logi-
cally) centralized control plane instead of implementing them
as distributed applications. Figure 1 depicts the high–level
reference system architecture used in this work. As can be
seen, it consists of three layers: infrastructure, control and
application. The infrastructure layer includes the data–plane
network elements (i.e. the 802.11 APs) which are in constant
communication with the (logically) centralized controller sit-
uated at the control layer. Applications run at the application
layer leveraging on the global network view exposed by the
controller to implement the network intelligence.

As noticed before, OpenFlow is one of the most popu-
lar options to implement the link between data–plane and
control–plane (the so–called southbound interface). Neverthe-
less, its features are mostly targeted at wired networks and
are poorly suited for controlling 802.11–based WLANs [8].
As a consequence, in the last years several SDN solutions for
wireless and mobile networks have emerged. Examples include
5G–EmPOWER [8], Odin [9], and OpenSDWN [10].

The mobility management and multicast rate adaptation
scheme presented in this paper has been implemented and
tested on top of the 5G–EmPOWER platform [8]. Neverthe-
less, it should be noted that our work is very general and can
be in principle applied to any centrally controlled enterprise
WLAN. The system design is described in this section. First,
we will summarize the Light Virtual Access Point (LVAP)
abstraction which is used to control Wi–Fi stations associ-
ation [9]. Then, we will introduce the Transmission Policy
abstraction designed to allow an SDN controller to configure
a rate adaptation policy of a Wi–Fi AP. Finally, we will
show how these abstractions can be used to implement a joint
multicast rate selection and mobility management algorithm.
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A. The Light Virtual Access Point Abstraction

Different link layer technologies, or as a matter of fact even
different releases of the same technology, can differ signifi-
cantly in how a client’s state is handled. For example, QoS and
handover management changed significantly over the lifespan
of the IEEE 802.11 family of standards. As a consequence,
exposing the implementation details of these technologies
would increase the complexity for the programmer and would
severely limit the adoption of a certain solution.

The LVAP abstraction [9] is a per–client virtual AP that
provides a high–level interface for wireless clients state man-
agement. The implementation of such an interface handles
all the technology–dependent details (i.e. the complexities of
the IEEE 802.11 protocol) such as association, authentication,
handover and resource management, and introduces seamless
mobility support. A client attempting to join the network will
trigger the creation of a new LVAP. For this purpose, a wireless
client generates a probe request that will be received at an AP
and forwarded to the controller. In case of a new client, the
controller will generate a probe response frame through the
creation of an LVAP at the requesting AP. The LVAP will thus
become a potential AP for the client to perform an association.
Since an LVAP is created for each each wireless client, after
generating an LVAP, probe requests received from the same
client by any AP in the network will be ignored.

The controller can also decide whether the network has
enough resources to handle the new client and might suppress
the generation of the LVAP. Similarly, each AP will host
as many LVAPs as the number of wireless clients that are
currently under its control. Such LVAP has an identifier that is
specific to the newly associated client (in a Wi–Fi network the
LVAP can be thought as a Virtual AP with its own BSSID).
Removing an LVAP from an AP and instantiating it on another
AP effectively results in a handover.

B. The Transmission Policy Abstraction

The fundamentals of SDN call for a clear separation be-
tween control–plane and data–plane. This requires identifying
how network resources are exposed (and represented) to soft-
ware modules written by developers and how those can affect
the network state. Due to the stochastic nature of the wireless
medium, the physical layer parameters that characterize the
radio link between a Wi–Fi AP and a wireless client, such
as transmission power, MCS, and Multiple Input Multiple
Output (MIMO) configuration must be adapted in real–time
to the actual channel conditions. Therefore, any programming
abstraction for rate–adaptation in Wi–Fi networks must clearly
separate fast–control operations that must happen very close
to the air interface, such as rate adaptation, from operations
with looser latency constrains, such as mobility management.

In this work we propose the Transmission Policy abstraction
which allows an SDN controller to reconfigure or replace a
certain rate control policy if its optimal operating conditions
are not met. The Transmission Policy specifies the range of
parameters the AP can use for its communication with a
wireless client. Such parameters include:

• MCSes. The set of MCSes that can be used by the rate
selection algorithm.

• RTS/CTS Threshold. The frame length above which the
RTS/CTS handshake must be used.

• No ACK. The AP shall not wait for ACKs if true.
• Multicast policy. Specifies the multicast policy, which can

be Legacy, DMS or UR.
• UR Count. Specifies the number of UR retransmissions.
Transmission Policy configurations can be specified on a

L2 destination address basis. As a result, for each destination
address and for each AP in the network a specific Transmission
Policy configuration can be created. Notice that the Transmis-
sion Policy allows the controller to specify which MCSes can
be used by the rate control algorithm implemented at the AP.
However, the actual frame–by–frame selection of the MCS is
done at the AP and not at the controller.

Table I lists four Transmission Policy configuration exam-
ples, two for unicast addresses and two for multicast addresses.
The first multicast entry (01:00:5e:b4:21:90) specifies Legacy
as multicast mode. This instructs the AP to send every
multicast frame with the specified destination address using
24 Mb/s as transmission rate. We remind the reader that
in Legacy mode multicast frames are sent only once and
that no acknowledgement is generated by the receivers. The
second multicast entry (01:00:5e:40:a4:b4) specifies DMS as
multicast mode. In this case, for every multicast frame with
this destination address, the AP will generate as many unicast
frames as the number of receivers in the multicast group. The
transmission rate for such unicast frame will be selected by
the AP using the list of available MCSes specified by the
corresponding unicast Transmission Policy configuration. The
content of the table is manipulated by the controller using a
CRUD (Create, Retrieve, Update, Delete) interface. The details
of the signalling protocol can be found in [29].

C. Multicast Rate Adaptation

In this section we illustrate how the Transmission Policy
abstraction is used to implement SDN@Play. This algorithm
has the goal of intelligently steering the data rate selection for
multicast applications toward a more efficient operating point.

The idea behind SDN@Play is to use the link delivery
statistics collected by the rate control algorithm implemented
at the AP to dynamically adapt the MCS used for multicast
transmissions in Legacy mode. However, as stated before, the
rate control algorithm is used only for unicast transmissions.
As a result, the link delivery statistics will be only computed
if unicast traffic is transmitted between an AP and a client.
In order to circumvent this issue, we introduce a two phases
scheme, sketched in Fig. 2, which is marked by the alternation
of two multicast policies defined in IEEE 802.11aa.

In the first phase the controller uses the Transmission Policy
abstraction to set DMS as the multicast policy for a multicast
address. We remind the reader that in DMS multicast trans-
missions are replaced by as many unicast transmissions as the
number of receivers in a group2. This allows the rate control

2Notice that the creation and maintenance of the multicast group is out of
the scope of this work.
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TABLE I: SDN@Play Configuration Examples.

Destination Type MCS RTS/CTS No ACK Multicast UR Count
20:47:47:ac:61:5f unicast 6, 9, 12, 18, 24, 36, 48, 54 2436 False n.a. n.a.
5c:e0:c5:ac:b4:a3 unicast 6, 9, 12, 18, 24, 36, 48, 54 2436 False n.a. n.a.
01:00:5e:b4:21:90 multicast 24 n.a. n.a. Legacy n.a.
01:00:5e:40:a4:b4 multicast n.a. n.a. n.a. DMS n.a.
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Fig. 2: SDN@Play’s two phases scheme. In the first phase DMS is used as multicast policy allowing the rate adaptation
algorithm to gather link delivery statistics. In the second phase the multicast policy is switched to Legacy and the collected
link delivery statistics are used to compute the optimal multicast MCS.

algorithm at the AP to gather the link delivery statistics for
all the receivers (more information about the rate adaptation
algorithm is provided in Sec. IV). In the second phase the
controller uses the link delivery statistics collected during the
first phase to calculate for each receiver the MCSes with the
highest delivery probability. Based on this information, a worst
receiver approach is used to compute the MCS currently used
for the multicast group, as explained in more detail below.

Let M be the set of receivers in a multicast group, R the
set of MCSes supported by the multicast receivers, and U
the set of Wi–Fi APs. Moreover, let Pn,n�

r be the delivery
probability between AP u ∈ U and receiver n� ∈ M using
MCS r ∈ R. On this basis, we can select the valid MCSes
Rn

valid for each AP n ∈ U as the set of MCS indexes with a
delivery probability higher than a given threshold rth:

Rn
valid =

�

n�∈M

�
r ∈ R|Pn,n�

r > rth

�
∀n ∈ U (1)

The multicast transmission rate Rn
tx is then given by:

Rn
tx =





max (Rn
valid) if Rn

val �= ∅

min

�
�

n�∈M

�
argmax

r∈R
(Pn�

r )

��
otherwise

∀n ∈ U

(2)

The threshold rth allows the programmer to set a relation
between the reliability level and the channel occupancy ratio.
It should be noted that, especially in poor channel conditions,
lower rates may have also higher delivery probabilities given
that, at a low rate, frames are more likely to be properly
transmitted. As an example, let 50% and 95% be two possible
values for the threshold rth. The first example would enable
the selection of the rates whose delivery probability could be
as low as 50%, meaning that each frame will be transmitted

on average twice. By contrast, since 1/0.95 � 1, each frame
could be successfully transmitted at the first attempt. In this
regard, the use of high values for rth increases the reliability
of the multicast transmission with the drawback of increasing
also the amount of time the channel remains busy due to the
utilization of less efficient MCSes. Hence, a tradeoff for this
value must be selected according to the channel conditions.
Considering the lack of retransmissions and ACKs in multicast
communications, in this work all the measurements have been
performed using 95% for the threshold rth.

The two–phases process shown in Fig. 2 is repeated period-
ically with a configurable ratio between the DMS and Legacy
periods. This allows the programmer to trade accuracy for
airtime utilization. More specifically, increasing the portion of
time of DMS leads to an improvement in terms of reliability
at the expense of a higher channel utilization. Conversely, by
increasing the fraction of time that Legacy is used, the airtime
utilization is improved at the expense of a possible lower
delivery ratio (especially if channel conditions are fluctuating).
Furthermore, this approach ensures that the selected rate has
a high delivery probability even for the receivers experiencing
bad channel conditions. Notice that if for a receiver none of
the MCS indexes has a delivery probability higher than the
input threshold, our algorithm selects for each receiver the
MCS index with the highest delivery probability, and from this
set, it chooses the lowest MCS index. This is done in order
to increase the probability of the transmission being properly
decoded by all the receivers in the multicast group.

SDN@Play has been preliminary introduced in [11] for sta-
tionary multicast receivers. In the next subsection we describe
how the multicast rate selection algorithm has been paired with
a mobility management scheme in order to account also for
mobile multicast receivers.
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D. Mobility Management

SDN@Play Mobile aims at jointly improving client as-
sociation and multicast rate selection while minimizing the
network–wide channel occupancy. To this goal, the stations
periodically report to the serving AP the list of neighboring
APs together with the experienced channel quality3. This
information is gathered using the Beacon Reports available
in IEEE 802.11k [30] and included in the 2012 version of the
IEEE 802.11 [31] standard. Beacon Reports enable an AP to
request its stations to report the list of APs from which they
can receive beacon frames on a specified channel or channels.
Stations report the measurements obtained from the beacons
and probe response frames using a Beacon Report. Finally,
Beacon Reports are aggregated by the AP and reported back
to the controller where they are used to build a network–wide
downlink channel quality map.

Based on the information obtained from the Beacon Reports,
SDN@Play Mobile periodically checks the channel quality
between each multicast receiver and all its neighbouring APs
(including the serving AP). If the signal strength between a
multicast receiver and its serving AP is below a certain level
for five consecutive checks or if another AP can provide a
considerable channel quality improvement for five consecutive
checks, then a handover is triggered. This is intended to reduce
the ping–pong effect. It should be noted that these values can
be freely set by the implementer based on the sensitivity of
the devices or on the quality requirements of the application.

Let S(n) be the set of receivers served by AP n ∈ U , with
S(n) ⊂ M . Also, let ρnn� be the channel quality between the
AP n ∈ U and the multicast receiver n� ∈ M , i.e. the RSSI
level of the receiver measured at the AP. When a handover
process for a given receiver n� is triggered, we compute the
average channel quality ρ(n) and the standard deviation σ(n)
for all the APs in the network:

ρ(n) =

�
n�∈S(n) ρ

n
n�

|S(n)| (3)

σ(n) =

���� 1

|S(n)|
�

n�∈S(n)

(ρnn� − ρ(n))2 (4)

Notice that, if an AP is not serving any receiver or it does
not fall in the coverage area of the receiver n�, then the two
quantities above are undefined. Furthermore, it is important to
highlight that, only in the case that the set of receivers attached
to an AP is empty and the AP is within range of receiver n�,
the previous quantities will be set as |S(n)| = 1 and σ(n) = 0.

We then compute the list Ω(n�) of candidate APs for the
multicast receiver n�. Remember that the multicast rate of
the receiver n� after the handover will be influenced by the
channel quality of the receivers already served by the target
AP. As a result, in order to ensure that we do not handover
the receiver n� to an AP which is serving receivers with

3Notice that, in this work we use the Received Signal Strength Indicator
(RSSI) as an estimator of the channel quality. Nevertheless, other channel
quality indicators, such as packet loss, could be also used.

much worse channel conditions, we set a lower bound for
the construction of the list of candidate APs Ω(n�):

Ω(n�) = {n ∈ U |ρ(n)− σ(n) ≤ ρnn�} (5)

Notice how this definition could result in an empty set
in case that there are no APs within the range of n� that
satisfy the channel quality condition. In this case, the channel
quality constrain is removed and all the APs are taken into
consideration. Using this method the set of candidate APs
contains at least the AP that is currently serving the receiver n�.

Once this process is finished, the algorithm chooses the
AP in Ω(n�) that would allow the receiver n� to receive
the multicast transmission using the most efficient MCS. For
more information about how the handover is implemented we
refer the reader to [10]. After performing the handover, the
multicast transmission rate for all the APs in the network
is recomputed. Then the controller can calculate the new
network–wide channel occupancy. If as result of the handover
the channel utilization has increased, the handover is reverted.
If this occurs, and in order to avoid oscillations, the new AP
is not considered as candidate AP for the receiver n� for the
next 5 iterations of the algorithm.

Figure 3 depicts a set of representative network configu-
rations to show how the algorithm would select the best AP
for a certain receiver (the dashed one). The link between this
receiver and its serving AP is indicated by a blue arrow, while
the ones between the remaining stations and their serving
APs are represented by grey arrows. The arrows in dark red
refer to stronger links with regard to the current one for the
evaluated receiver, and which enabled the handover evaluation
process. Finally, other equal or weaker links in terms of signal
quality are presented by light red arrows. The numerical results
derived from the quantities ρ(n), σ(n), and Ω(n�) for the
scenarios (a), (b) and (c) are reported in Table II.

Figure 3a shows a scenario with an idle AP (AP2) and
where the evaluated receiver is initially attached to AP3. After
computing the quantities mentioned before, the algorithm
selects as candidates AP2 and AP3. AP2 is selected as target
AP for the handover since it provides the best channel quality.
In the second example, shown in Fig. 3b, AP1 does not
meet the quality requirements, as a result, AP3 is selected
for the handover. Finally, a scenario where several stations are
attached to the same AP is presented in Fig. 3c. Albeit all the
APs qualify as candidates for the handover, AP3 is selected for
the association given that it provides the best channel quality.

IV. IMPLEMENTATION DETAILS

To demonstrate the usefulness of SDN@Play Mobile in
real–world environments, we have implemented it over the
5G–EmPOWER platform. In particular: (i) we extended the
southbound interface allowing it to collect link delivery ratio
statistics and Beacon Reports; (ii) we extended the data–path
implementation to properly handle multicast frames; and (iii)
we added support for the new Transmission Policy primitive
in the 5G–EmPOWER Software Development Kit (SDK).

2.4. Joint Mobility Management and Multicast Rate Adaptation in
Software-Defined Enterprise WLANs
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(a) Best RSSI from an AP serving no
receivers.

(b) Best RSSI from an AP serving a single
receiver.

(c) At least two receivers are served by
each AP.

Fig. 3: Examples of different network distributions for the selection of the candidates APs.

TABLE II: Numerical results of the different network distri-
bution examples for the selection of the candidates APs.

ρ(n) σ(n) Interval RSSI Cand.

Fig. 3a
AP1 -56.67 12.47 [-69.14, -44.20] -70 No
AP2 -30 - [-30, -30] -30 Yes
AP3 -55 5 [-60, -50] -60 Yes

Fig. 3b
AP1 -60 16.33 [76.33, -43.68] -80 No
AP2 -65 5 [-70, -60] -70 Yes
AP3 -40 10 [-50, -30] -30 Yes

Fig. 3c
AP1 -73.33 4.70 [78.08, 68.63] -70 Yes
AP2 -65 5 [-70, -60] -70 Yes
AP3 -40 8.16 [-48.16, -31.84] -40 Yes

A. Statistics Gathering

The 5G–EmPOWER platform provides a rich set of pro-
gramming primitives exposed to the programmer trough a
Python–based SDK. The list of primitives can be found in [8].
Primitives can operate in either polling or trigger mode. In the
former mode (polling) the controller periodically polls the APs
for specific information, e.g. the number of packets received
by a client. In the latter mode (trigger) a thread is created at
one or more APs and is identified by a firing condition, e.g.
the RSSI of one client going below a certain threshold. When
such condition is verified, a message is generated by the AP.

In this work we added support for a new polling–based
primitive allowing the controller to access to the rate adapta-
tion algorithm statistics for a given client. For each supported
MCS, the Exponentially Weighted Moving Average (EWMA)
of the frame delivery probability and the expected throughput
in the last observation window are reported. Moreover, the
total number of successful and failed transmissions in the last
observation period are also reported. This primitive is used by
SDN@Play Mobile to gather the link delivery statistics for
all the wireless clients involved in multicast transmissions.
We remind the reader that this information is maintained
by the rate adaptation algorithm implemented by the AP.
Therefore, no extra computation is added to the APs logic.
More information on the particular rate adaptation algorithm
used in our prototype is provided in the next subsection.

The IEEE 802.11k amendment introduces a set of mech-
anisms to collect WLAN radio measurements. The reports
are presented as a request/response procedure in the form of
action frames that allows to gather statistical reports from the
stations. Whenever a station receives a Beacon Request from
its serving AP, it must report the information contained in

the beacon frames received from other APs of the network
in its coverage area. In spite of the improvements, not many
commercial devices apart from Apple’s ones have support for
such features [32]. Therefore, other options to obtain this same
information must be explored. In this work, Scapy [33] is
used to mock the behaviour of 802.11k. Scapy is a powerful
packet manipulation tool whose main capabilities include
packet generation and sniffing. Since it offers support for
decoding a wide range of network protocols, it becomes a real
alternative to gather statistical feedback similar to that offered
by IEEE 802.11k. In particular, it makes possible to gather the
information provided by a Beacon Request given that, among
other information, the signal strength of the beacons frames of
the neighbouring APs in the same network can be obtained.

B. Data–path Implementation

Each AP runs one Click modular router [34] instance
implementing the 802.11 data–path. Click is a framework
for writing multi–purpose packet processing engines and is
used to implement just the wireless client/AP frame exchange,
while all the network intelligence is implemented at the
centralized controller. Communications between Click and the
controller takes place over a persistent TCP connection (i.e. the
5G–EmPOWER southbound interface).

Rate adaptation is also implemented in Click using the
Minstrel [35] algorithm (ported to C++ from its Linux Kernel
implementation). Minstrel operations follow a multi–rate retry
chain model in which four rate–count pairs, r0/c0, r1/c1,
r2/c2 and r3/c3, are defined. Each pair specifies the rate at
which a unicast frame shall be transmitted and a fixed number
of retry attempts. Once the packet is successfully transmitted,
the remainder of the retry chain is ignored. Otherwise, the AP
will move to the next pair in the chain. When the last pair
has been also tried, the frame is dropped. For each supported
MCS, Minstrel tracks the link delivery ratio and the expected
packet throughput given the probability of success. Statistics
are recomputed every 500 ms. In particular, the rates with
the highest throughput, second highest throughput, and highest
delivery probability are maintained by Minstrel.

In order to adapt to changes in channel conditions, Minstrel
spends part of its time in a so–called look–around mode.
Specifically, 90% of the time, Minstrel configures the retry
chain using the collected link delivery statistics. In the remain-
ing 10% of the time it randomly tries other MCSes to gather
statistics. Table III summarizes the criteria used by Minstrel
to fill the retry chain in both normal and look–around mode.
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TABLE III: Minstrel Retry Chain Configuration.

Rate Look–around Normal transmission
Random < Best Random > Best

r0 Best rate Random rate Best rate
r1 Random rate Best rate Second best rate
r2 Best probability Best probability Best probability
r3 Base rate Base rate Base rate

We extended the Click data–path implementation in or-
der to support generalized transmission policies for unicast,
multicast, and broadcast addresses as opposed to the original
transmission policies that could be specified only for unicast
addresses. According to the new transmission policies, the rate
adaptation algorithm (i.e. Minstrel) will use the first entry in
the list of available MCSes if the multicast mode is set to
Legacy. Conversely, if the multicast mode is set to DMS, the
frame will be duplicated for each receiver in the group and will
be fed back to the rate control algorithm which will then apply
the unicast transmission policy associated to that receiver.

V. PERFORMANCE EVALUATION

The evaluation presented in this section has been carried
out in a real scenario to compare SDN@Play Mobile with the
multicast scheme defined in the 802.11 standard and with our
previous work SDN@Play. In [11] SDN@Play is compared
to the Legacy Multicast and the DMS policies defined in
IEEE 802.11. Measurements demonstrate that SDN@Play can
reduce the network–wide channel utilization by up to 80%
while maintaining the required performance level. As opposed
to the performance evaluation conducted in [11], in this work
we leverage on a larger testbed and we introduce multicast
receivers mobility. In this section we shall first describe the
testing environment and the evaluation methodology. Then, we
will discuss the outcomes of the measurements campaign.

A. Evaluation Methodology

The testbed used for our experimental evaluation is depicted
in Fig. 4. The evaluation setup consists of four multicast
receivers (MRi), 3 APs (APj), a central controller (C), a
video server (S), and an Ethernet switch (SW ). The receiver
MR1 is a mobile station, while the remaining three are static.

The measurement campaign is executed over one floor of
a typical office environment. During the measurements three
receivers (MR2,3,4) keep a fixed position, while one receiver
(MR1) moves along a 50 m long corridor. The receiver MR1

is initially located in close proximity of AP1 at one end of
the corridor (see Fig. 4). Then, the receiver moves from its
starting point to the other end of the corridor. The corridor
is divided into 10 segments. At the end of each segment the
receiver stops for 20 s. This results in an average speed of the
mobile client of 0.5 m/s if the stops are not considered.

The scenario presented above is not restricted to office
buildings. In fact, a similar video delivery use case applies
also to other environments such as conferences, universities,
or stadiums. Furthermore, it is important to emphasize that, in
contrast to simulations where the mobility model of a station

can be precisely controlled, real–world experiments present
additional factors that are hard to control. In this regard, the
mobility pattern of the receiver has been selected in such a
way to improve the reproducibility of the experiments.

The APs are based on the PCEngines ALIX 2D (x86)
boards and are equipped with a single Wi–Fi interface (Atheros
AR9220 chipset). The AP runs the OpenWRT Operating Sys-
tem (15.05.01) and a Click instance implementing the 802.11
data–path. All experiments are carried out on the 5 GHz band
(IEEE 802.11a). The devices running the controller and the
multicast receivers are all laptops equipped with an Intel i7
CPU, 8GB of RAM, and running Ubuntu 16.04.1.

During the measurements, a video stream is generated by
the video server S and delivered to a group of multicast
receivers. The video stream consists of a five minutes sequence
encoded using the High Efficiency Video Coding Standard
(HEVC) [36] and transmitted using FFmpeg [37]. Two differ-
ent compression schemes resulting in a final average bitrate
of 1.2 Mb/s and 6.2 Mb/s are considered. In this way, it is
possible to obtain detailed information regarding how different
bitrates determine the performance of the network. Finally, it
should be noted that the results presented in this evaluation are
also valid for shorter or longer transmissions since the stream
duration does not determine the behaviour of the system.
Moreover, the resolution and video standard used to encode
the sequence is just a way to set the transmission bitrate since
other video configurations would only lead to different bitrates.
The same applies to other parameters relative to the spatial and
temporal aspects of the encoding.

The experiments conducted in this work aim at evaluating
how user mobility and bitrate affect the system performance.
Conversely, the scalability of SDN@Play was already studied
in [11]. Although mobility was not accounted, the conclusions
of the previous work are also applicable to the scenario
presented in this paper, thus this aspect was left aside in the
interest of clarity.

Three different multicast strategies have been consid-
ered in this study: Legacy Multicast, SDN@Play, and
SDN@Play Mobile. As evaluation metrics we considered de-
livery ratio and wireless channel utilization. Notice that, since
all the experiments are conducted with the wireless interfaces
operating in 11a mode, the basic rate used for Legacy Multicast
is 6 Mb/s. Moreover, in the case of SDN@Play, the algorithm
has been configured to spend 500 ms in DMS mode and
2500 ms in Legacy mode. Between each measurement the
rate adaptation statistics have been cleared. Apart from the
multicast video stream, no downlink traffic exists between
the APs and the multicast receivers. Consequently, the only
opportunity for the Minstrel algorithm to be executed is during
the DMS periods. Every measurement has been repeated
5 times to avoid possible fluctuations.

Based on the results obtained in previous experimental
analyses we have observed severe performance degradation
when the signal quality from an AP is below −75 dB.
Similarly, we have noticed that an improvement of 20 dB in
terms of signal quality can provide a significant boost in terms
of both delivery ratio and channel utilization while at the same
time avoiding ping–pong effects.
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Fig. 4: Testbed deployment layout.

B. Experimental Results

Figure 5 plots the delivery ratio for each receiver using
different multicast schemes. At 1.2 Mb/s the performance
of the static receivers (MRs 2 to 4) is not affected by
the particular multicast scheme. Conversely, SDN@Play and
SDN@Play Mobile provide a significant performance boost to
the mobile receiver (MR1). This is because Legacy Multicast
cannot adapt to the changing channel conditions experienced
by the mobile receiver. Moreover, given the absence of ACKs
and retransmissions, the mobile receiver suffers from heavy
packet losses as it moves away from AP1. SDN@Play per-
forms better than Legacy Multicast since it can configure
the multicast rate according to the channel status. Moreover,
in DMS mode, SDN@Play can retransmit some of the lost
frames. Nevertheless, SDN@Play does not provide mobility
support and, as a result, the mobile station remains attached to
the initial AP until the connection is lost and it is reassociated
with another AP. By contrast, SDN@Play Mobile significantly
enhances the performance of the mobile receiver. This is pos-
sible due to two main reasons. On the one hand, the algorithm
selects the network configuration that minimizes the channel
utilization. On the other hand, the receiver is always associated
to the AP offering the best channel conditions among the
APs that ensure high data rate and good transmission quality.
As a consequence, these considerations result in a throughput
improvement with regard to the other multicast schemes.

Figure 6 plots the delivery ratio for each multicast receiver
using different multicast schemes for a video transmission at
6.2 Mb/s. As can be seen, in the case of Legacy Multicast using
a video with a higher bitrate results in a sudden performance
drop for all the multicast receivers (both static and mobile).
The performance drop is particularly significant for the mobile
station, which experiences a 70% frame loss ratio. Conversely,
SDN@Play can improve the performance of the static receivers
showing a delivery ratio as good as the one found for the
1.2 Mb/s video. Finally, SDN@Play Mobile can improve the
delivery ratio of the mobile receiver by 180% bringing it at
the same performance level achieved for the 1.2 Mb/s video.

MR1 MR2 MR3 MR4
20%

40%

60%

80%

100%

M
ul

tic
as

t
de

liv
er

y
ra

tio
[%

]

Legacy multicast SDN@Play SDN@Play mobile

Fig. 5: Delivery ratio for the multicast video transmission at
1.2 Mb/s for each multicast receiver.
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Fig. 6: Delivery ratio for the multicast video transmission at
6.2 Mb/s for each multicast receiver.

Furthermore, given that MR2 is connected to the same AP
than the mobile terminal, it is also worthy to note the per-
formance improvement of SDN@Play Mobile with regard to
SDN@Play for this station. As SDN@Play does not provide
support for the mobility management and the mobile station
keeps attached to the first AP until it losses the connection, it
makes a greater number of frames be retransmitted due to the

Chapter 2. Publications

87



10

1.2Mbps 6.2Mbps
40%

60%

80%

100%

M
ul

tic
as

t
de

liv
er

y
ra

tio
[%

]

Legacy multicast SDN@Play SDN@Play mobile

Fig. 7: Network–wide delivery ratio using different multicast
schemes at different bitrates.
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Fig. 8: Channel utilization per AP for the multicast video
transmission at 1.2 Mb/s.

increasing distance and interference. Performing the handover
of the mobile receiver when it starts to experience performance
drops allows SDN@Play Mobile to address this issue and not
to impair the quality perceived by the receiver MR2.

The same behavior can be seen in Fig. 7, which summarizes
the average delivery ratio using different multicast schemes
and bitrates. Due to the low performance achieved by Legacy
Multicast and SDN@Play for mobile stations, the deviation
shown is much higher than the SDN@Play Mobile one, which
indicates that all the multicast receivers receive practically the
same data, regardless of their position.

The fact that Legacy Multicast always uses the basic data
rates results in a very high channel utilization. As can be
seen in Fig. 8, this ratio for the 1.2 Mb/s stream is as high
as 20%, while in the case of the 6.2 Mb/s stream (Fig. 9) the
utilization reaches 90%, making the channel unavailable for
other traffic. By using higher MCS indexes, SDN@Play can
effectively reduce the channel utilization for both the static
and the mobile receivers. This improvement is even more
significant in the case of SDN@Play Mobile. As a matter of
fact, in contrast to the previous case, SDN@Play Mobile can
specifically address the needs of the mobile receiver by both
reducing the channel utilization and balancing the workload
across the entire network.

Figure 10 summarizes the network–wide channel utilization
using different multicast schemes and bitrates. In this sense, it
is shown that both the SDN@Play and the SDN@Play Mobile
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Fig. 9: Channel utilization per AP for the multicast video
transmission at 6.2 Mbps.
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Fig. 10: Network–wide channel utilization using different
multicast schemes at different bitrates.

multicast schemes achieve a significant reduction in the global
channel utilization with regard to Legacy Multicast.

Figure 11 plots the instantaneous channel utilization at AP1

using different multicast schemes. As can be seen, in the case
of Legacy Multicast, the channel utilization remains constant
during the entire transmission. The utilization ratio of this
scheme is in most cases higher than the one achieved by the
other two multicast schemes. This is due to the fact that Legacy
Multicast always uses the basic MCS (6 Mb/s in this case).
Conversely, when the channel conditions allow it, SDN@Play
can select higher MCS indexes which in time results in
lower channel utilization. However, while the mobile receiver
moves away from AP1, SDN@Play is forced to use lower
MCS indexes in order to provide the mobile receiver with
the expected transmission quality. Eventually, this may lead
to choose the basic MCS when the mobile receiver reaches
the other end of the corridor. This problem is overcome by
SDN@Play Mobile, which jointly improves the MCS selection
and the receiver association. As can be observed in Fig 11,
when SDN@Play Mobile is used, the channel utilization of
AP1 remains constant during the entire measurement. The
same considerations apply to the scenario with the 6.2 Mb/s
video stream (see Fig. 12). However, in this case, SDN@Play
never reaches the channel utilization of Legacy Multicast. This
is because the transmission at 6.2 Mb/s makes the channel be
fully occupied when the Legacy Multicast scheme is used.
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Fig. 11: Channel utilization over time of the AP1 for the multicast video transmission at 1.2 Mbps.
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Fig. 12: Channel utilization over time of the AP1 for the multicast video transmission at 6.2 Mbps.
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Fig. 13: Distribution of the rates used by SDN@Play and
SDN@Play Mobile per each AP at 1.2 Mbps.

Finally, Figs. 13 and 14 report the distribution of the MCSes
used by each AP at 1.2 Mb/s and 6.2 Mb/s, respectively.
It should be noted that the Legacy Multicast scheme is
omitted in this analysis because the lowest MCS index is
always used. Although especially at high transmission bi-
trates SDN@Play Mobile selects high MCSes indexes for AP2

and AP3 for longer periods than SDN@Play, this ratio is
considered to be small in comparison with the distribution
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Fig. 14: Distribution of the rates used by SDN@Play and
SDN@Play Mobile per each AP at 6.2 Mbps.

obtained in AP1. In this last case, it can be noticed how
SDN@Play Mobile transmits 70% of the data at the highest
MCS (54 Mb/s). This is due to the fact that SDN@Play Mobile
is able to properly handover the clients to the AP that provides
the highest network performance. On the contrary, this value
is approximately the half for SDN@Play due to the distance
of the mobile station from the AP that it is connected to.
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VI. CONCLUSIONS

In this paper we have presented a novel multicast rate
adaptation and mobility management scheme for 802.11–based
WLANs. The proposed scheme uses an SDN approach where
the global network view available at a logical centralized
controller is exploited in order to coordinate the operations
of different APs. The scheme, named SDN@Play Mobile,
jointly optimizes the multicast rate selection and the multicast
receivers association with the goal of reducing network–
wide radio resource utilization while maintaining the ex-
pected transmission quality. SDN@Play Mobile has been im-
plemented and evaluated over a real–word testbed using the
5G–EmPOWER platform. Experimental measurements show
that SDN@Play Mobile can deliver a significant improve-
ment in terms of channel utilization compared to the legacy
multicast scheme while maintaining full backward compatibil-
ity with the 802.11 standard.

As future work we plan to extend SDN@Play Mobile to
account for multiple multicast groups. Furthermore, we plan
to study the behaviour of the system under different situations.
This includes analysing the impact of using different values
for the delivery probability threshold rth in the MCS selection
as well as studying the impact of the other parameters of
the algorithm on the network–wide delivery ratio and channel
utilization. Finally, we intend to assess the behaviour of
SDN@Play Mobile under different user mobility models.
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Abstract—Wireless networks research and development efforts
are largely driven by the increasing interest in multimedia
applications. Video streaming services, which often involve strict
Quality of Service (QoS) requirements and are very sensitive
to delays, represent a significant proportion of these appli-
cations. In IEEE 802.11–based WLANs, these services raise
several challenges in terms of robustness, reliability and scal-
ability, specially when supporting multiple multicast streams at
the same time. Nevertheless, traditional network architectures
make it difficult to address these problems. In this context,
the Software Defined Networking (SDN) paradigm opens new
research possibilities by decoupling the control decisions from
the data–plane and by improving network management and
programmability. In this paper, we present SM-SDN@Play, an
SDN–based solution for joint multicast rate selection and group
formation in 802.11–based networks. Experimental results show
the high performance and reliability capabilities of the scheme,
regardless of the application bitrate, the number of clients,
and the number of concurrent multicast streams. Furthermore,
the channel utilization is greatly reduced with regard to the
standard multicast schemes, which allows other applications to be
supported without experiencing a performance degradation. We
release the entire software implementation under a permissive
APACHE 2.0 license for academic use.

Keywords—Software Defined Networking, WLANs, IEEE
802.11, multicast, rate adaptation, multimedia, video distribution.

I. INTRODUCTION

The emergence of platforms such as Netflix and Youtube has

made multimedia content distribution a popular service in the

recent years. Furthermore, it is becoming more common that

real–time events such as conferences, social events or educa-

tional courses are simultaneously transmitted to a wide range

of users. In view of this scenario, multicast communications

represent an efficient way of delivering the same information

to multiple destinations in a scalable fashion.

The IEEE 802.11 [1] standard is one of the most widespread

technologies for the deployment of Wireless Local Area Net-

works (WLANs) and is found in domestic and professional set-

tings such as enterprises, campuses and hotels. Nevertheless,

multicast communications over 802.11–based WLANs incur in

severe reliability issues. In fact, due to the lack of acknowl-

edgements and retransmissions, multicast transmissions in

802.11 are performed using the basic Modulation and Coding

Scheme (MCS) which results in a high channel occupation.

This issue is exacerbated as the applications bitrate increases,

and becomes worse in the cases of multiple simultaneous

multicast streams. To address these reliability concerns, the

IEEE 802.11aa [2] amendment introduces a set of multicast

retransmission policies. Nevertheless, no mechanisms for the

delivery rate adaptation and multicast group management are

specified by the standard. Moreover, due to the widespread use

of Wi–Fi compatible devices, IEEE 802.11 amendments aim

at maximizing backward compatibility at the expense of inno-

vation. In view of this, Software Defined Networking (SDN)

changes the traditional network architecture by effectively

decoupling the data–plane from the control–plane and by

providing network developers with powerful programming

abstractions to affect the state of the network.

The contribution of this paper is twofold. First, we take

advantage of our previous work SDN@Play [3], a multicast

MCS selection algorithm, in order to propose a novel multicast

group management scheme. This new scheme, named Scalable

Multigroup SDN@Play (SM-SDN@Play), jointly drives the

multicast MCS selection and the multicast group formation

in order to minimize the network–wide airtime utilization and

maximize the multicast services reliability. Second, we imple-

ment and test SM-SDN@Play over a real world 802.11–based

WLAN and we release the entire implementation under a

permissive APACHE 2.0 license for academic use1.

This work extends [3] in three ways. First, as opposed

to SDN@Play, the solution presented in this paper indepen-

dently selects the optimal MCS for each multicast group.

Second, SDN@Play introduced a two–phase algorithm alter-

nating unicast and multicast periods, however the duration of

such periods was static. SM-SDN@Play, on the other hand,

dynamically adapts the duration of the unicast and multicast

periods according to the number of active multicast groups.

Third, SM-SDN@Play distributes the unicast periods of each

multicast group in such a way to minimize the chances that

multiple multicast group will operate in unicast mode at the

same time. Experimental results show that SM-SDN@Play

outperforms the standard IEEE 802.11 multicast schemes in

terms of both throughput and channel utilization without

requiring any change to the wireless clients.

The remainder of this paper is structured as follows.

Section II introduces the technical background on multicast

communications in 802.11 WLANs. Section III provides an

1http://empower.create-net.org/
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overview of most relevant related work. In Section IV we

introduce the design of SM-SDN@Play, while in Section V

the implementation details are presented. The results of the

measurements campaign are discussed in Section VI. Finally,

Section VII concludes the paper pointing out the future work.

II. TECHNICAL BACKGROUND

Multicast transmissions are an efficient way to send the

same data to many wireless clients. However, in IEEE 802.11,

multicast services are specified as a simple broadcasting

mechanism that does not make use of Acknowledgment (ACK)

frames. As a result, multicast transmissions are usually per-

formed at the lowest MCS (in order to increase both the range

and the reliability of the transmission) and do not use any form

of transmission feedback mechanism.

This problem is partially addressed by the IEEE 802.11v

amendment [4], where the Direct Multicast Service (DMS)

is introduced. DMS replicates each multicast frame into as

many unicast frames as the number of receptors in a multicast

group. In this way, each frame is retransmitted as many times

as required until the Access Point (AP) receives the ACK

or the retransmission counter reaches the limit. Although

this approach ensures the same reliability level of a unicast

transmission, it also presents serious scalability issues as the

number of stations in a multicast group increases.

To partially address this scalability limitation, the IEEE

802.11aa amendment [2] introduces the Group Addressed

Transmission Service. An in–depth analysis of the perfor-

mance of this service is carried out by Daldoul et al. [5].

The Group Addressed Transmission Service is composed of

two mechanisms: DMS and Groupcast with Retries. The

latter defines three retransmission methods: Legacy multicast,

Unsolicited Retries (UR) and Block ACK (BACK). Legacy

multicast is the multicast mode defined in the original IEEE

802.11 standard. Unsolicited Retries specifies a number of

retry attempts, N , so that a frame is transmitted N+1 times. In

spite of increasing the frame delivery probability, this method

reduces the network performance due to the retransmission of

unnecessary frames. Furthermore, although the stations do not

require acknowledgments, this mechanisms still suffers from

scalability issues. In the Block ACK method, the AP agrees

with the stations the number of consecutive unacknowledged

frames. After that, the AP sends a burst of multicast frames up

to that number, and requests the Block ACK to each station.

Both the request and the ACKs are sent in unicast mode.

Although the control traffic is reduced with regard to DMS,

the scalability degree of this scheme is also limited.

III. RELATED WORK

The lack of ACKs makes multicast frames in 802.11 to

be transmitted at the basic MCS. In this regard, the channel

congestion and the QoS restrictions mainly determine the data

rate that is selected in most of the related proposals. In spite of

achieving higher transmission rates, the performance improve-

ment of all these works usually depends on the size of the

multicast group and may suffer from scalability issues. More-

over, many of these works require significant modifications

to the wireless clients stack, making them incompatible with

the IEEE 802.11 standard. In this section we will summarize

such works pointing out in which way our solution improves

multicast communications with multiple multicast groups.

Feedback gathering from the stations can be carried out

through leader–based schemes. J. Kuri et al. [6] and D. Du-

jovne et al. [7] seek to improve the transmission reliability by

enabling ACKs for the group leader, which is selected as the

receptor exhibiting the worst signal quality. However, a proce-

dure for the leader selection is not provided. Signal–to–Noise

Ratio (SNR) in combination with leader–based works have

been widely used in the literature. The Auto Rate Selection

Multicast mechanism [8] selects the multicast group leader

during the first part of the algorithm, while in the second

one the SNR obtained from the leader ACKs is considered to

adapt the data rate. The SNR–based Auto Rate for Multicast

algorithm [9] makes the AP periodically send beacons frames

to the multicast stations with the aim of figuring out from

their responses the perceived SNR level. Based on this in-

formation, the transmission rate is adapted according to the

selected leader, which corresponds with the client exhibiting

the worst SNR value. Lastly, the Hierarchical Auto Rate

Selection Multicast mechanism [10] ensures that the clients

under the worst channel conditions receive, at least, the base

layer of the video, while the remaining ones also receive some

enhancement layers. However, most of these approaches either

require to make changes in the 802.11 standard, or they do not

specify a procedure for the leader election or need to reach a

trade–off between reliability and scalability.

Mathematical and analytical models have been also taken

as reference to improve the performance of the multicast

transmissions. M. Sun et al. [11] propose an analytical model

to perform a multicast scheduling by gathering the channel

state information and the quality of each Scalable Video

Coding layer. The Batch Mode Multicast MAC scheme [12]

enhances the network reliability by polling the receptors to

obtain individual ACKs, which makes it not scalable to large

multicast groups. The Enhanced Leader Based Protocol [13]

relies on the use of multiple leaders for the ACKs handling and

the Block ACK techniques. However, analytical models are

usually applied on a saturated network and make assumptions

that are not always met on a real–world scenario.

Research efforts on SDN–based multicasting in Open-

Flow [14] networks can also be found. L. Bondan et al. [15]

introduced a solution for multimedia multicasting based on

OpenFlow which aims at calculating the best route be-

tween the multicast source and the destinations. Similarly,

H. Egilmez et al. [16] also aim at enhancing multicast video

transmissions by enabling the QoS support at the OpenFlow

control layer. The reliability of the multicast traffic is also

improved in ECast [17] by means of a novel packet retrans-

mission scheme for packet loss mitigation. OpenFlow is also

used by Y. Nakagawa et al. [18] to introduce a method for the

multicast group management problem. However, these works

are targeted at the wired segment of the network and are thus

not applicable to the radio access segment.

SDN concepts have been also applied to a few solu-

tions on multicast in WLANs. The work presented by
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N. Soetens et al. [19] demonstrates how the SDN–based

management improves the performance of WLANs. H. Ku-

mar et al. [20] and P. Gallo et al. [21] provide the users with a

set of controls to manage the quality of their services. Lastly,

S. Tajik et al. [22] present a numerical analysis to improve

multicast communications using SDN principles. Nevertheless,

the channel occupation could be greater than the Legacy

multicast one when the multicast group size increases.

Quality of Experience (QoE) aspects play an important role

in multimedia applications. K. Piamrat et al. [23] deploy a neu-

ral network to map QoE measurements into data rates, while

G. Rubino et al. [24] present a new hybrid objective–subjective

video quality metric. Finally, although some changes in the

Linux kernel are required, S. Paris et al. [25] also explore this

problem in a real–world environment.

When the size of the multicast group grows, some ap-

proaches present scalability problems due to the number of

retransmissions, the control traffic overhead or the transforma-

tion of multicast frames into unicast ones. Scalability issues

are partially solved by Y. Sangenya et al. [26] through a

protocol that improves the delay and frame loss rate of the

clients by dividing and scheduling the stations into several

groups. AMuSe [27] is presented as an efficient leader–based

algorithm to dynamically select a subset of feedback nodes and

adjust the bitrate accordingly. Nevertheless, it is assumed that

the location of the devices can be estimated. The concept of

assisting stations is also presented by Y. Bokyung et al. [28].

The AP transmits the data in unicast mode to the client

exhibiting the worst channel conditions. However, since the

remaining stations need to sniff the ongoing transmission with

this client in order receive the multicast stream, the proposed

scheme is not compatible with the 802.11 standard.

Scalability issues are exacerbated when considering several

multicast groups. Although there is not much research in

802.11, this problem has been studied in WiMAX [29], [30].

P. Sendn-Raa et al. [29] propose a group management by

comprising in the same group the clients attached to each relay

station. Nevertheless, a procedure to schedule the multicast

groups is not provided. F. Han et al. present a mathematical

model [30] where the stations are divided into two groups

according to the distance to the Base Station. In this way, two

time slots are needed and the data rate is adjusted based on

the user with the worst channel conditions in each group. The

Multi–View Group Management Protocol [31] analytically

intends to facilitate the 3D video transmissions in Wi–Fi

multicast. To this end, each view is associated with a multicast

group, in a manner that a client may subscribe to a set of views

by joining a set of multicast groups.

Despite the progresses made, most of the works are not

validated in real–world environments or are not compatible

with the IEEE 802.11 standard. Therefore, the lack of practical

approaches to address the multicast data rate adaptation in

Wi–Fi networks becomes highly noticeable. Moreover, the

applications performance depends on several factors such as

network congestion and distribution, QoS requirements and

multicast group size. As a consequence, integration between

rate adaptation features and multicast retransmissions policies

while ensuring a high scalability level is still an open issue.

IV. SYSTEM DESIGN

Enterprise WLANs must support a wide spectrum of ser-

vices. Nonetheless, the management of both these services and

of the network itself becomes more difficult as the number of

devices increases. This, along with the difficulty of adding

new functionalities to the Wi–Fi MAC layer, has led to the

concept of SDN–based WLANs. This new paradigm addresses

such limitations by introducing a fully programmable and

modular network, making it possible to implement control and

management tasks on top of a (logically) centralized control

plane instead of implementing them as distributed applications

running across the various Wi–Fi APs in the network.
OpenFlow is one of the most widely adopted options to im-

plement the link between the data–plane and the control–plane

(the socalled southbound interface). Nevertheless, its features

are targeted at wired packet switched networks and are not

suited for controlling wireless networks [32]. As a result,

in the last years several SDN solutions for wireless and

mobile networks have emerged, examples include Odin [33],

CloudMAC [34] and 5G–EmPOWER [32].
The work presented in this paper has been implemented

taking as a reference the 5G–EmPOWER platform [32].

Nevertheless, it should be noted that, the multicast scheme

presented in this work is absolutely general and can be in

principle applied to any centrally controlled enterprise WLAN.

In this section, we first describe the main features of the

5G–EmPOWER platform. Then we introduce the Transmission

Policy abstraction designed to allow an SDN controller to

reconfigure a Wi–Fi AP rate adaptation policy. Finally, we

show how these two abstractions can be used to implement the

SM-SDN@Play algorithm for multicast groups management.

A. 5G–EmPOWER

5G–EmPOWER is a network operating system for wire-

less and mobile networks. As shown in Fig. 1, it is com-

posed of three layers: infrastructure, control, and application.

The Infrastructure Layer consists of a programmable 802.11

data–path (i.e. the 802.11 APs). This layer is made up of four

main modules, namely Rate Control Statistics, Transmission

Policies, IGMP Membership and Multicast Addresses Man-

agement. The first two modules are used for MCS selection,

while the last ones focus on multicast groups formation. These

blocks are further described in the following sections. The

data–plane network elements in the Infrastructure Layer are

in constant communication with the (logically) centralized

controller situated at the Control Layer. Notice that the com-

munication between the data–path is implemented using a

custom built protocol. The details of this protocol are out of

the scope of the paper and are omitted due to space constrains.

However, a full description can be found in [35]. Finally,

applications, such as SM-SDN@Play, run at the Application

Layer and leverage on the global network view exposed by

the controller in order to implement the network intelligence.

B. The Transmission Policy Abstraction

The fundamentals of SDN call for a clear separation be-

tween control–plane and data–plane. This in time requires to
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Fig. 1: 5G–EmPOWER System Architecture.

identify how network resources are exposed (and represented)

to software modules written by developers and how those

can affect the network state. Due to the stochastic nature

of the wireless medium, the physical layer parameters that

characterize the radio link between a Wi–Fi AP and a wireless

client, such as transmission power, MCS, and Multiple Input

Multiple Output (MIMO) configuration, must be adapted in

real–time to the actual channel conditions. As a consequence,

any programming abstraction for rate–adaptation in Wi–Fi

networks must clearly separate fast–control operations that

must happen very close to the air interface, such as rate

adaptation, from operations with looser latency constrains,

such as mobility management.

In this work we use the Transmission Policy abstraction [3].

A Transmission Policy is defined for each hAP, clienti pair

in the network and specifies the range of parameters the AP

can use for its communication with that wireless client. Such

parameters include:

• MCSes. The set of MCSes that can be used by the rate

selection algorithm;

• RTS/CTS Threshold. The frame length above which the

RTS/CTS handshake must be used;

• No ACKs. The AP shall not wait for ACKs if true;

• Multicast policy. Specifies the multicast policy, which can

be Legacy, DMS, or Unsolicited Retries;

• Unsolicited Retries Count. Specifies the number of unso-

licited retransmissions.

Table I presents three Transmission Policy configuration

examples for unicast and multicast destination addresses.

The first multicast entry (01:00:5e:b4:21:90) specifies the

usage of Legacy as multicast mode, and 24 Mbps as trans-

mission rate. By contrast, in the second multicast entry

(01:00:5e:40:a4:b4), the DMS mode is selected. We remind

the reader that DMS transmits each frame in unicast mode

as many times as the number of receptors in the group.

Therefore, the transmission rate is selected from the list of

MCSes specified in the Transmission Policy of each receptor

and the remaining parameters are not applicable.

The Transmission Policy configurations are manipulated by

the controller via the southbound interface using a CRUD

(Create, Retrieve, Update, Delete) model. Due to space con-

straints the details of the signaling protocol are omitted.

C. Multicast Rate Adaptation

The SDN@Play algorithm presented in our previous

work [3] uses the unicast link delivery statistics computed

at the Wi–Fi AP to calculate the MCS used for a multicast

transmission. Notice how, link delivery statistics can only be

computed for unicast transmissions. Therefore, SDN@Play

alternates between the DMS and Legacy multicast modes in

order to collect unicast link delivery statistics even when

there are no ongoing unicast transmissions between the AP

and the wireless clients. The ratio between the DMS and

Legacy periods is fully configurable, hence allowing network

programmers to trade reliability for channel. Fig. 2 depicts the

high level operation of SDN@Play.

In the first phase, which extends over the shortest period

of time, the controller sets DMS as multicast policy for a

given multicast address A. This allows the APs to gather the

statistical information of all the clients in a multicast group. In

the second phase, the previous statistics are used to compute

the MCS with the highest delivery probability, Rtx, for all

the stations in the group. Then, the Legacy mode is set as

Transmission Policy for the multicast address A, and Rtx is

configured as single MCS for that destination.

Based on the current statistical information, the transmission

rate for a certain multicast group is calculated as described

below. Let us define M as the set of receptors in a multicast

group and let R(n′) be the set of MCSes supported by the

multicast receptor n′
∈ M . Moreover, let Pn

′

r
be the delivery

probability of the MCS index r ∈ R(n′) at the multicast

receptor n′
∈ M . Accordingly, Rvalid, the set of MCS indexes

with a delivery probability higher than a given threshold rth
for all receptors, can be computed as follows:

Rvalid =
\

n′∈M

n
r ∈ R(n′)|Pn

′

r
> rth

o
(1)

Following from this result, the multicast transmission rate

Rtx can be computed as follows:

Rtx =











max (Rvalid) if Rvalid 6= ∅

min

 
S

n′∈M

(
argmax
r∈R(n′)

(Pn
′

r
)

)!
otherwise

(2)

Notice how this approach ensures an appropriate data rate

even for the clients with poor channel conditions. Furthermore,
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TABLE I: Transmission Policies Configuration Examples.

Destination Type MCS RTS/CTS No ACK Multicast Unsolicited Retries Count

5c:e0:c5:ac:b4:a3 unicast 6, 9, 12, 18, 24, 36, 48, 54 2436 False n.a. n.a.

01:00:5e:b4:21:90 multicast 24 n.a. n.a. Legacy n.a.

01:00:5e:40:a4:b4 multicast n.a. n.a. n.a. DMS n.a.
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Fig. 2: SDN@Play’s scheme. In the first phase DMS is used as multicast policy allowing the link delivery statistics gathering.

In the second phase the policy is switch to Legacy and the collected statistics are used to compute the optimal multicast MCS.

if the delivery probability of all MCS indexes is lower than the

minimum required reliability level, rth, the algorithm picks for

each receptor the data rate that achieves the highest delivery

probability. Then, it chooses as multicast rate the most robust

one (i.e. the lowest) among those rates. Although gathering the

link delivery statistics needs some signaling between the APs

and the network controller, only a few small changes must

be done at the APs and no modifications are required on the

wireless clients. Consequently, SDN@Play is fully backward

compatible with the standard IEEE 802.11 protocol.

D. Multiple Multicast Group Management

Building on the SDN@Play algorithm described in the

previous section, the SM-SDN@Play multicast group man-

agement algorithm is introduced in this work. When several

transmissions are targeted for multiple multicast groups, an

instance of SDN@Play must be run for each of them to

separately adapt their data rate. Consequently, the lack of

coordination among the working phases of SDN@Play of each

group with regard to the others may make the algorithm very

inefficient. Especially, depending on the size of each group,

the overlapping of several DMS phases may arise collisions,

retranssmissions and performance issues. In other words, if the

group management is not performed properly, the DMS phase

of some of them may take place at the same time, which would

result in a high number of simultaneous unicast transmissions

(one for each receptor in each multicast group).

In order to show the importance of an efficient scheduler for

the multicast groups, we will use as an example the scenario

described below. Let us take 500 ms and 2500 ms for the

duration of the DMS and Legacy periods of SDN@Play,

respectively. In other words, during the first 500 ms the

algorithm uses the DMS policy, while the Legacy one is used

for the next 2500 ms. This is applied to all the multicast

groups in the network. Consequently, in the first phase of the

algorithm, the number of simultaneous unicast transmissions

will increase with the number of active multicast groups. As

described in Section II, DMS has serious scalability problems,

which would also affect the performance of SM-SDN@Play.

In order to overcome the problem described above, the total

length of the two phases, L, is divided into small parts, whose

duration corresponds with the duration of the DMS period,

dmsd. Let also legd be the duration of the Legacy period.

Thus, we can define n as the total number of subphases and

di as the length of each subphase i ∈ L as follows:

di =
L

dmsd
(3)

Accordingly, the Legacy period, legd, would be composed

of n−1 consecutive subphases, and can be derived as follows:

legd = (n− 1) · di (4)

In order to prevent the unicast transmissions (in the DMS

phase) of all the multicast groups from taking place simulta-

neously, the DMS period of each group is set in a different

subphase i. When an new multicast group is created, the

controller assigns the DMS period of that group to one of

the available subphases. This operation is sketched in Fig. 3.

As can be observed in the situation displayed in Step 3.1, up

to 6 multicast groups can be accommodated without overlaps

in the DMS phase. This is achieved by using 500 ms and

2500 ms for the duration of the DMS and the Legacy phases,

respectively, as stated in the example above.

However, as can be seen in the situation shown in Step 3.2

in Fig. 3, it may be the case that all the slots are occupied when

a new multicast group is created. In view of this, if possible,

the duration of each subphase di for the DMS period must

be recomputed. Let dmsmin be the minimum amount of time

needed to compute the link delivery statistics, and dmsmax
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Fig. 3: SM-SDN@Play periods management and transmission policies coordination.

the maximum length for the DMS period to avoid causing

performance degradation. Moreover, let S be the set of s = |S|
multicast groups in the network. Therefore, the new length for

the DMS and Legacy periods can be expressed as follows:

dmsd = max(dmsmin,min(dmsmax, ⌈
L

S
⌉)) (5)

legd = max(L − dmsd, dmsmin) (6)

We would like to emphasize that, in some cases, the propor-

tion between the policies ratio and the entire duration, L, may

not be exact. In that case, the algorithm will approximate the

duration di with the aim of not modifying the defined ratio.

This phenomenon is also sketched in Step 3.2 in Fig. 3.

Although it would be an extreme case, in the specific situa-

tion of simultaneously managing a huge number of multicast

groups, and depending on the duration dmsmin, it could

happen that dmsmin is equal to dmsd, and hence to di. In

other words, the protocol subphases cannot be split again.

In view of this, the DMS period of a new multicast group

would coincide with one of the already scheduled groups. We

consider this as an unlikely scenario which in any case would

only result in the overlap of a few subphases with a negligible

impact on the network performances.

SM-SDN@Play allows to dynamically schedule the DMS

periods of the different multicast groups with the aim of avoid-

ing collisions between the unicast transmissions of each group.

This approach makes SM-SDN@Play suitable for managing

huge multicast groups, increases the scalability level with

regard to SDN@Play and makes it possible to maintain the

network throughput.

E. Complexity Analysis

In this section, we would like to analyse the computational

complexity of the SM-SDN@Play algorithm.

For each multicast frame to be transmitted by an AP the

list of active multicast groups must be traversed. As a result,

if the number of multicast groups is s, the complexity of this

operation is O(s). Notice however that the number of multicast

groups is expected to be very small. As a result, this operation

complexity can be considered constant.

The complexity of scheduling a new multicast group is also

essentially constant. In fact, if a free DMS slot is available,

then SM-SDN@Play simply assigns the new multicast group

to a free slot. Conversely, if a free DMS slot is not available

then SM-SDN@Play must recompute a new length for both the

DMS and the Legacy periods. However, since this operation

does not depend on the number of multicast groups nor on

the number of active multicast receptors, the complexity of

scheduling a new multicast group can be considered constant.

Finally, if the periods have been recomputed, the algorithm

must iterate through the list of multicast groups to assign

the new periods to each of them. Consequently, in the worst

case, the computational complexity of recomputing the groups

periods is O(s).

In order to compute the list of valid rates Rvalid, the

SM-SDN@Play algorithm must first traverse the list of recep-

tors M and for each of them it must then traverse the list of

supported transmission rates R. In the worst case the length

of this list is mr where m is the number of receptors in the

group and r is the number of transmission rates. Such list must

then be traversed again in order to find the actual multicast

transmission rate Rtx. As a result, the overall computational

complexity for this operation is O((mr)2). Notice how this

operation is performed once for each multicast group at the

end of the group DMS period.
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TABLE II: Minstrel Retry Chain Configuration.

Rate
Look–around

Normal transmission
Random < Best Random > Best

r0 Best rate Random rate Best rate

r1 Random rate Best rate Second best rate

r2 Best probability Best probability Best probability

r3 Base rate Base rate Base rate

V. IMPLEMENTATION DETAILS

A. Statistics gathering

The 5G–EmPOWER platform provides a full set of pro-

gramming primitives for the network management trough

a Python–based SDK [32]. These primitives can be used

in polling or trigger mode. The polling mode allows the

controller to periodically poll the APs for specific information,

while in the trigger mode this information is sent by the APs

to the controller when the firing condition is verified.
In this work, the polling–based primitives presented by

E. Coronado et al. [3] are used to collect the rate adaptation

algorithm statistics for a given multicast receptor. This infor-

mation includes, for each supported MCS, the Exponentially

Weighted Moving Average (EWMA) of the frame delivery

probability, the expected throughput, and the number of suc-

cessful and failed transmissions in the last observation window.

This primitive is used by SM-SDN@Play to periodically gather

and update the link delivery statistics of all the receptors in

a multicast group. This information is updated by the MCS

selection algorithm implemented by the AP. Therefore, no

extra computation complexity is added to the APs.

B. Data–path Implementation

APs are composed of one OpenvSwitch [36] instance for

the wired backhaul and one Click modular router [37] instance

for the 802.11 data–path implementation. In this work, Click

is used to handle the clients/APs frame exchange, while the

remaining network intelligence is managed by the controller.

The controller communicates with Click via the southbound

interface through a persistent TCP connection.
The MCS selection mechanism is implemented in Click us-

ing the Minstrel algorithm [38]. Minstrel follows a multi–rate

retry chain model where four rate–count pairs, r0/c0, r1/c1,

r2/c2 and r3/c3 are defined, as shown in Table II. They

specify the rate that must be used to transmit a given number

of retry attempts. If a frame is successfully transmitted, the

remaining part of the retry chain is ignored. Otherwise, the

next pair is used until the frame is properly transmitted or is

finally dropped. To adapt to channel conditions, the statistics

are recomputed every 500 ms. Minstrel spends the 90% of the

time using the collected link delivery statistics to configure

the retry chain, while in the remaining 10% of the time, other

MCSes are randomly selected to gather new statistics.
For a multicast address, Minstrel will use the first MCS in

the list if the retransmission mode is set to Legacy. If the policy

is set to DMS, the entry is ignored and the policy associated

to each receptor is used instead. Finally, if the Unsolicited

Retries mechanism is selected, the frame is sent N times at

the specified rate.

Incomming
packet

Check
dst. address

Is it multicast?

Forward 
packet

Check
IGMP table

Check transm. 
policy

Is it already
stored?

Check group
receivers

Send request to
the controller

Set default
legacy policy

No

Yes

Yes

No

Fig. 4: SM-SDN@Play AP flowchart.

C. Transmission Policy Abstraction

The Transmission Policy abstraction is exposed to the pro-

grammers to configure the delivery features of a destination

address through the tx_policy property of a Resource Block

object. A Resource Block is the minimum allocation block in

the network and is defined as a 2–tuple hf, bi, where f and

b are, respectively, the center frequency and the band type.

Therefore, the each AP has as many Resource Blocks as the

number of installed Wi–Fi interfaces.

The Transmission Policy configuration only requires to

specify the information for the MCS and multicast policy. The

following example shows the configuration needed to set the

DMS retransmission policy for the 01:00:5e:00:00:fb address:

t x p = b l o c k . t x p o l i c i e s [ ’ 0 1 : 0 0 : 5 e : 0 0 : 0 0 : fb ’ ]
t x p . mcas t = TX MCAST DMS

In a similar manner, the tx_policy can be reset to the

Legacy mode, for which the new multicast rate is also defined:

t x p = b l o c k . t x p o l i c i e s [ ’ 0 1 : 0 0 : 5 e : 0 0 : 0 0 : fb ’ ]
t x p . mcas t = TX MCAST LEGACY
t x p . mcs = [ 2 4 ]

This solution is directly extensible to SM-SDN@Play given

that it easily allows the specification of a different policy for

each multicast group without introducing extra complexity.

D. Multicast Groups Management Abstraction

In this work, a Multicast Group Management abstraction is

introduced to properly handle the stations requests to join or

leave a certain multicast group. To achieve this goal, both the

APs and the network controller are involved. However, APs

merely forward the information to the controller, which is in

charge of making the corresponding decisions.
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Fig. 5: SM-SDN@Play controller flowchart.

When an AP receives a multicast frame, it must check if

there is already defined a forwarding rule for that multicast

address. The flowchart followed by an AP is shown in Fig. 4.

When the frame comes from an station that wants to join

a multicast group, an Internet Group Management Protocol

(IGMP) frame is also received. This management frame stores

the multicast address and the IGMP request type, which

mainly corresponds with join and leave requests. To this end,

the IGMP table object is defined, as depicted in Step 1 in

Fig. 3. This structure includes the multicast addresses in use

and the receptors of each group. On the one hand, if the group

is already registered in the table, it means that it is already

managed by the controller. Therefore, the receptors subscribed

to the group are directly obtained and the frame is forwarded

using the Transmission Policy defined for that address. On the

other hand, if none of the entries corresponds with the group

address, the request is sent to the controller, as depicted in

Step 2 in Fig. 3. While this request is being processed by the

controller in Step 3 to schedule the DMS phase of the new

group, the frame is transmitted using the Legacy policy.

At the controller side two types of inputs can be dis-

tinguished, as can be seen in Fig. 5. The controller may

detect a multicast transmission to which there are no clients

subscribed yet or receive IGMP requests from the AP for a

group inclusion or exclusion of a certain client.

When a new multicast address request is received, the

Legacy multicast Transmission Policy is temporarily specified.

Then, the controller must look for an available DMS period for

this group, as described in Subsection IV-D. However, if all the

slots are occupied, the protocol periods must be recalculated.

If after this procedure, there are still free slots, the multicast

group is scheduled in the first available one. Otherwise, it

means that there is a huge number of multicast groups and

this one must be scheduled in conjunction with another one.

The controller can also receive IGMP requests. On the one

hand, if the multicast group specified in the request is already

managed, the controller checks only the request type. The

request could come from a client already subscribed to a group

or from a new one. Depending on this fact, the controller

will register it as a group member or ignore the request. On

the other hand, a client could send a request for a multicast

transmission that has not started yet. Then, in addition to the

previous procedure, the operations described above for a new

multicast address scheduling must be also performed.

VI. PERFORMANCE EVALUATION

The performance evaluation presented in this section has

been carried out from two points of view to show the scalabil-

ity level of SM-SDN@Play and how efficient it is in managing

multiple simultaneous multicast applications. This evaluation

is performed in a real–world scenario, and establishes a

comparison between our proposal, and the Legacy multicast

and DMS schemes defined in the IEEE 802.11 standard. In

the next subsection we will describe the characteristics of the

scenarios. Then, an in–depth analysis of the results obtained

during the measurements campaign will be shown.

A. Evaluation Methodology

The testbed used for the evaluation is displayed in Fig. 6

and is composed of an AP, the 5G–EmPOWER controller,

a video server and a set of multicast receptors (MRx). All

these devices, apart from the APs, are Dell-branded laptops

powered by an Intel i7 CPU, equipped with 8GB RAM

memory modules and running Ubuntu 16.04.01.

The AP is built upon a PCEngines ALIX 2D (x86) board,

to which a Wi–Fi card based on the Atheros AR9220 chipset

is connected. This AP uses the OpenWRT Operating System

(15.05.01 version) and runs a Click instance for the 802.11

2.5. Efficient Real-Time Content Distribution for Multiple Multicast Groups in
SDN-Based WLANs

102



9

Fig. 6: Testbed deployment layout. Groups marked in blue color corresponds with the Scalability Analysis, whereas green

markings are related to the Multiple Groups Analysis.

data–path. The multicast clients are widely distributed over

the network coverage and are divided into groups according

to the analysis type. Notice that in Fig. 6 the clients distri-

bution corresponds to the Scalability Analysis when they are

surrounded by blue marks. By contrast, the clients distribution

in green corresponds to the Multiple Groups Analysis.

In the Scalability Analysis, a variable number of multicast

receptors, ranging from 2 to 20 in steps of two stations,

has been considered. The server generates and transmits a

video streaming application that is delivered to the multicast

receptors. This application consists on one minute video

sequence with a resolution of 1920 × 1080 encoded using

the High Efficiency Video Coding Standard (HEVC) [39] and

transmitted using FFmpeg [40]. This video has been encoded

making use of two different compression levels, resulting in

1.2 Mbps and 6.2 Mbps bitrate transmissions. This allows

us to test how the network performance is determined by

different traffic loads. Due to space limitation it was not

possible to report on the SM-SDN@Play performance using

different videos and/or compression schemes.

In the Multiple Groups Analysis a variable number of

multicast groups is considered. This number ranges from 1
to 7 groups, each of them being made up of three recep-

tors. The same one minute video sequence encoded for the

Scalability Analysis is used. However, in this case, the video

server transmits this video at 1.2 Mbps as many times as

the number of multicast groups. Moreover, since the effect of

using different bitrates has been already shown in the previous

analysis and those results can be equally applied to this one,

it is omitted in this test due to space constraints. Notice how

we decided not to change the number of receptors involved

in the experiment given that the goal of this section is to

demonstrate the scalability of SM-SDN@Play for an increasing

number of multicast groups. The scalability of the scheme for

an increasing number of receptors was already studied in [3].

These scenarios have been considered for both analyses:

Legacy multicast, DMS and SM-SDN@Play. The tests are

performed in the 5.2 GHz band using the 802.11a physical

layer. We remind the reader that Legacy multicast transmis-

sions are carried out at the basic rate. Hence, due to the

selected physical layer, Legacy transmissions will be sent at

6 Mbps. For SM-SDN@Play the duration ratio between the

DMS and the Legacy phases has been set to (500, 2500) ms,

respectively. In order to show the analysis outcomes, we have

selected as metrics the normalized throughput, the channel

occupancy ratio and the percentage of retransmitted frames.

The link delivery statistics have been cleared after each test.

The multicast application is the only transmission that takes

place in the network. This ensures that, in SM-SDN@Play,

statistical data from the Minstrel algorithm can be only gath-

ered during the DMS period. Finally, it should be noted that

the experiments have been conducted within a 95% confidence

interval and repeated 10 times to avoid possible fluctuations.

B. Experimental Results

1) Scalability Analysis: To ensure a proper QoS level, a

high throughput must be achieved in video applications. Fig. 7

shows the average normalized throughput for the multicast

schemes with an increasing number of receptors transmitting a

video application at 1.2 Mbps. The performance of the Legacy

multicast and SM-SDN@Play schemes remains practically

constant in the 96 − 100% interval. Conversely, the perfor-

mance of DMS is highly damaged when increasing the number

of receptors. Although at the beginning its performance is

similar to the one achieved by the other schemes, it is slightly

below 90% from 8 to 12 receptors. Moreover, it is highly

degraded from the point in which 14 clients are considered,

which shows the serious scalability issues of DMS.
Although Legacy multicast provides good delivery through-

put with low bitrates, using a basic rate for all the transmis-
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Fig. 7: Normalized throughput for an increasing number of

multicast receptors using a video transmission at 1.2 Mbps.
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Fig. 8: Channel utilization for an increasing number of

multicast receptors using a transmission at 1.2 Mbps.

sions results in a high channel utilization. In Fig. 8 it can be

observed how this ratio is around 20% for a video streaming at

1.2 Mbps. In the DMS case, the channel utilization increases

with the number of receptors. This issue is due not only to the

increasing number of simultaneous unicast transmissions but

also to the growing percentage of retransmissions. In the case

of the application at 1.2 Mbps, the channel utilization becomes

higher from the moment in which the network is made up

of 8 receptors until the end of the measurements, when this

ratio reaches 90%. By contrast, the channel occupancy ratio

of SM-SDN@Play remains below the one achieved by the

standard schemes in all the cases. The use of higher MCS

indexes with regard to Legacy makes it possible to reduce

the period of time that the channel is busy. Moreover, given

that it only uses DMS in the smallest phase of the algorithm,

the channel occupancy ratio is also lower than the DMS one.

Specifically, this ratio is under 10% until the half of the test

and is below 20% even for 20 receptors. These results show

that, although the channel utilization of SDN@Play Mobile

increases with the number of receptors, this growth is far lower

than the DMS one and it does not raise scalability problems.

The enormous number of simultaneous transmissions sent

in DMS causes an increase in the retransmission ratio. This

effect is shown in Fig. 9, where it is appreciable how this

ratio is over 50% when using a wide range of receptors.

In contrast, using the DMS policy in only a small part of
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Fig. 9: Retransmitted packets for an increasing number of

multicast receptors using a video application at 1.2 Mbps.

its protocol makes the retransmission ratio of SM-SDN@Play

not exceed 20%. In Fig. 10 the behavior of this ratio over

time for a 1.2 Mbps transmission is reported. Notice how

when using SM-SDN@Play, the retransmitted packets ratio

remains constant over the test. Nevertheless, a great amount

of information is retransmitted by DMS, which becomes even

higher when the network is saturated. Specifically, in Fig. 10

can be seen that this figure arises from the half of the test

when holding 10 receptors and it practically reaches 50%
from the beginning of the transmission for 20 receptors. We

would like to stress that since in Legacy multicast packets

are neither acknowledged nor retransmitted, the retransmission

ratio analysis is omitted for this scheme in all the experiments.

Fig. 11 displays the rates distribution used by DMS and

SM-SDN@Play for a 1.2 Mbps service. Notice that the infor-

mation of the Legacy multicast scheme is omitted as it always

uses the 6 Mbps basic rate. DMS uses higher MCS indexes

than SM-SDN@Play until the number of retransmissions arises

from 14 receptors. The use of acknowledgments and the con-

stant update of the link delivery statistics make this possible

for DMS. Furthermore, in order to achieve a high reliability

level, the MCS index is decreased in SM-SDN@Play if the

success delivery probability does not exceed a given threshold.

In the case of SM-SDN@Play, the percentage of transmissions

in which high data rates, such as 54 and 48 Mbps, are used

is as high as 66% with a 95% CI [61.55% - 72.04%].

This analysis has shown how SM-SDN@Play improves the

efficiency of the multicast video transmissions. Due to the

lower channel utilization, our proposal may allow a greater

amount of information to be simultaneously transmitted. In

order to show this effect, the multicast schemes are also

evaluated using a bitrate of 6.2 Mbps with the aim of checking

how it compromises their performance and efficiency.

The outcomes for a 6.2 Mbps multicast application present

some differences with regard to the previous analysis. First,

DMS impairs the network throughput in an earlier stage. As

can be seen in Fig. 12, this value is below 30% with only

6 receptors. Meanwhile, although the performance of Legacy

multicast keeps constant, it is not able to achieve a normalized

throughput higher than 70%. By contrast, SM-SDN@Play is

only slightly degraded with respect to the previous test and
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Fig. 11: Rates distribution corresponding to the DMS and SM-SDN@Play schemes in a multicast transmission at 1.2 mbps

with an increasing number of receptors.
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Fig. 12: Average normalized throughput for an increasing

number of receptors using a video transmission at 6.2 Mbps.

outperforms the other schemes with a normalized throughput

higher than 90%, regardless of the number of receptors.

As mentioned above, the basic rate used by Legacy multicast

makes the channel be busy for long periods of time. The chan-

nel utilization shown when analyzing a 1.2 Mbps transmission

significantly arises until reaching a value close to 90%, as

plotted in Fig. 13. This proves that despite its performance,

this scheme is not suitable for applications with a high bitrate

and impairs the performance of other transmissions in the
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Fig. 13: Channel utilization for an increasing number of

multicast receptors using a transmission at 6.2 Mbps.

network. Similarly, the DMS problem is exacerbated in this

scenario, in which it makes the network become saturated

in an earlier point. When the video bitrate is increased, the

channel utilization of SM-SDN@Play also arises with regard

to the first scenario. However, this ratio allows the video to be

delivered without loosing a significant part of the information.

The retransmissions issue becomes even worse when DMS

needs to handle a 6.2 Mbps multicast service. In Fig. 14 can

be seen that this ratio arises from the half of the test when
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Fig. 14: Retransmitted packets for an increasing number of

multicast receptors using a video application at 6.2 Mbps.
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Fig. 15: Average normalized throughput for a video transmis-

sion at 1.2 Mbps targeted at multiple multicast groups.

holding 10 receptors and it practically reaches 70% from the

beginning of the transmission for 20 receptors. By contrast,

small differences can be found for SM-SDN@Play, whose

retransmission ratio stands at 20%, irrespective of the bitrate.

2) Multiple Groups Analysis: After studying the scalability

level of the proposal, a similar analysis is performed to eval-

uate its efficiency when managing multiple multicast groups.

Fig. 15 reports the average normalized throughput of the

evaluated schemes upon an increasing number of multicast

groups. This shows how the performance of Legacy multicast

is highly degraded with regard to the case of a single multicast

group. We remind the reader that, for a 1.2 Mbps application,

the channel utilization of this scheme is around 20%, which

makes it be practically saturated when 4 groups are managed.

Hence, a throughput fall can be appreciated from this point for

the Legacy mechanism. The performance of DMS is similar

to the one provided in the previous analysis. However, it is

also slightly reduced due to the increase in the simultaneous

transmissions and the need to forward them accordingly. Con-

versely, the normalized throughput of SM-SDN@Play remains

practically constant and similar to the figure obtained in the

single group analysis (96− 100%) until practically the end of

the measurements, where the performance is slightly impaired

by the amount of traffic in the network.

Closely connected to the previous metric, Fig. 16 plots the

channel utilization of each scheme. In contrast with the first
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Fig. 16: Channel utilization for a transmission at 1.2 Mbps

targeted at multiple multicast groups.
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Fig. 17: Retransmitted packets for an increasing number of

multicast groups using a video application at 1.2 Mbps.

analysis, where the channel occupancy ratio remained constant

for the Legacy multicast scheme, in this case it proportionally

arises with the number of multicast groups. The ratio achieved

by DMS is similar to the one obtained in the single group

analysis, until the AP is completely saturated and is not able

to forward on time all the frames. At this point, the period of

time that the channel is busy by SM-SDN@Play falls far short

of the remaining schemes. In fact, the channel occupancy ratio

is only slightly risen with regard to the Scalability Analysis

and it only reaches a 40% utilization ratio when managing 7
simultaneous multicast transmissions.

The retransmissions distribution of DMS and

SM-SDN@Play is depicted in Fig. 17. This view is

almost equal to the one observed in the first analysis of the

evaluation for both schemes. The only small difference can be

seen for SM-SDN@Play when the network holds 7 multicast

groups, when the percentage of retransmitted packets lies

minimally above 20%.

Finally, Fig. 18 displays the distribution of the MCSes used

by DMS and SM-SDN@Play. We remind the reader that, once

again, Legacy multicast rates distribution is omitted. Figures

obtained for DMS are practically the same as presented above

given that, regardless of the multicast group a receptor belongs

to, the unicast transmission for each of them is forwarded

independently from the remainder. However, it is worthy to

highlight that in SM-SDN@Play the percentage of the frames
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Fig. 18: Rates distribution corresponding to the DMS and SM-SDN@Play schemes based on a multicast video transmission at

1.2 Mbps for an increasing number of multicast groups.

that is transmitted using high data rates (both 48 and 54 Mbps)

is, in some cases, higher than in the Scalability Analysis,

reaching it up 83% with a 95% CI [80.22% - 86.29%]. This is

due the fact that the data rate of each group is independently

calculated only considering the receptors in that group, which

allows it to provide more accurate results.

VII. CONCLUSIONS

In this work we have proposed SM-SDN@Play as a novel

solution for multicast group management in SDN–based

WLANs. SM-SDN@Play is fully backward compatible with

the 802.11 standard and does not require any change to the

wireless clients. Only minimal changes to the APs are needed.

The performance of SM-SDN@Play has been evaluated in

a real–world scenario implemented over the 5G–EmPOWER

platform and compared with the one achieved by the standard

DMS and Legacy multicast schemes. The results prove that,

in contrast with the standard mechanisms, our proposal scales

properly with respect to both the number of receptors in a

multicast group and the number of multicast groups.

A particularly important open issue regards the security

and performance isolation properties of the SM-SDN@Play

scheme. Further studies are needed here in order to prop-

erly assess the impact of a misbehaving multicast stream

on the other groups. Moreover, we also plan to extend

SM-SDN@Play in order to make use of Scalable Video Coding

and investigate the video quality layers prioritization according

to the channel status of the multicast groups.
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CHAPTER 3

Conclusions and Future Work

3.1. Conclusions

Wireless technologies have come to stay, fueled by the digital world in a global culture that
expects instant access to information. The explosive increase in Wi-Fi enabled devices and the
changes in the behavior of the users have spawned a greater need for constant connectivity. In
this respect, the versatility provided by 802.11 networks, together with their reliability, high
speed and performance, are making WLANs available not only in residential environments,
but also in a large range of scenarios such as offices, airports, conferences and public venues.

Wireless networks are evolving rapidly to provide more flexible approaches. However, in
addition to offering high-density Wi-Fi, there is an incessant demand for multimedia facilities
due to the rapid penetration of digital content across multiple devices. In this regard, high
definition video streaming services have generated considerable interest. Therefore, accommo-
dating these latency sensitive applications requires new and innovative techniques in network
management to deliver revolutionary network services and enhance the end-user experience.

In this Doctoral Thesis it has been demonstrated that QoS in WLANs is subject to many
constraints such as the number of users per AP and specific application requirements. This
landscape is complicated in the particular case of multimedia communications with the need
for providing mobility support. Although it has attracted significant research interest, an
analysis of the literature has shown that accomplishing these quality requirements is not
trivial when aiming at designing standard compliant solutions. In view of this, in this Thesis,
the QoS provisioning problem has been tackled from two main angles. On the one hand, we
have focused on the MAC layer level with the purpose of improving the QoS differentiation
provided by IEEE 802.11e. On the other hand, we have leveraged the hardware abstractions
provided by the SDN paradigm to address the limitations derived from the ossification of
traditional network architectures.

In the first part of the Thesis, we have seen that the EDCA function can only deliver high
performance in scenarios with a low traffic load. However, voice and video services are highly
impaired in the opposite scenarios, especially in the presence of legacy stations without QoS
support. From the simulation results we can conclude that this issue is mainly caused by the
number of collisions between voice and video streams given that EDCA uses static values for
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the medium access parameters regardless of the network conditions. Even though the 802.11
standard does not specify any procedure for selecting these values, they can be periodically
updated through beacon frames. However, given that this process must be performed in
real-time, the solutions introduced for this purpose must be as simple as possible.

In order to meet these restrictions, we have relied on machine learning algorithms to iden-
tify the factors that can provide a good approximation of the network status while avoiding
excessive complexity. This information is later used for designing a simple predictive algo-
rithm capable of adapting the medium access parameters in EDCA over time. This algorithm
is implemented at the APs in an incremental way to tune the AIFSN and CW parameters
using only the channel utilization statistics as a basis for the decision. The results obtained
via simulation showed that this approach makes it possible to reduce the collisions and re-
transmissions in the network. As a consequence, this fact leads to improvements in the QoS
provided, which is directly shown by a performance increase of 20% on average. In fact, this
improvement increases to 30% in the absence of stations unable to use QoS features.

This proposal can be applied directly to commercial devices since changes in the 802.11
protocol are not required. However, maintaining compatibility with the standard restricts
the scope of further enhancements. This limitation can be overcome through the network
management simplification provided by SDN by clearly decoupling the data-plane from the
logic of the control-plane. SDN is a widely adopted technology in the wired domain. By
contrast, the inherent complexity of wireless networks, involving aspects such as client mobility
and load balancing, has led to this topic not receiving the same research interest. However,
network component virtualization allows for more flexible and faster innovations, and this has
recently started to attract sustained research attention in the wireless portion of the network
with a view to tackling challenging operations in the Wi-Fi architecture.

In the second part of the Thesis we have shown how network programmability makes it
possible to address specific problems in QoS provisioning in the delivery of multimedia content
over WLANs. More specifically, in several real-world scenarios we have studied two principal
aspects that have been particularly difficult to deal with in the current monolithic Wi-Fi
architectures: network resource allocation and multicast services distribution.

Resource allocation is a challenging operation due to varying channel quality and in-
terference. Moreover, load imbalance may highly degrade network performance and cause
unfairness. The efficient assignment of network resources can enable enhancements in the use
of the wireless medium and, as a consequence, in the quality of experience of the user. To
solve this problem, we propose a joint channel selection and load balancing algorithm based
on the SDN paradigm. This algorithm coordinates the operations of several APs with the
aim of estimating the user distribution that delivers the highest performance and minimizes
resource usage. As a matter of fact, experimental results have shown how the algorithm is
able to outperform the RSSI-based user association schemes by up to 25% and reduce re-
source utilization by up to 30%. Furthermore, high performance is also ensured for mobile
users thanks to the LVAP abstraction which, by means of a per-client AP, enables seamless
handovers even across different channels and/or bands.

Multicast services in WLANs lack feedback mechanisms and are transmitted at the lowest
MCS, thus causing performance issues and high resource consumption. To address these
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problems, the IEEE 802.11aa amendment introduces a set of multicast policies. However,
each policy is only suitable for a specific scenario and the amendment does not define any
procedure to combine them or to dynamically select the appropriate policy depending on the
scenario considered. In this context, we take advantage of the capabilities of SDN to design a
programming abstraction named Transmission Policy to allow the SDN controller to specify
the MCS and the multicast retransmission policy to be used for a particular multicast group.

The Transmission Policy abstraction has laid the basis for designing an algorithm capa-
ble of dynamically recomputing the most suitable MCS for each group. As a result, channel
utilization is reduced by up to 80% with respect to the standard schemes without dimin-
ishing the performance, which also allows other transmissions to take place simultaneously
and improves the user experience. The capabilities of this solution are extended to account
for roaming users and to orchestrate the operations of various multicast sessions that are
simultaneously delivered. This approach enables support for seamless mobility in multicast
environments, hence improving the performance for mobile users and providing a similar qual-
ity to the one experienced by static users. Furthermore, as opposed to the standard solutions
that show serious scalability issues, the performance of the algorithm is close to 100% when
delivering several multicast transmissions at the same time.

In summary, we can conclude that the QoS capabilities in 802.11 have a critical role in
the quality perceived by the user when it comes to voice and video services. In this Doctoral
Thesis we have addressed the QoS provisioning problem from different perspectives. On the
one hand, the performance of delay sensitive traffic can be improved by exploiting artificial
intelligence techniques with the aim of identifying traffic patterns and reacting to changes in
an autonomous fashion. On the other hand, the flexibility provided by the Software Defined
Networking paradigm opens up new research challenges in future Wi-Fi networks. Decoupling
network control from the forwarding operations at the APs makes it possible to overcome
the problems derived from the ossified traditional architecture and introduce faster standard
compliant innovations that are directly applicable to commercial devices.

3.2. Future Directions

The work presented in this Doctoral Thesis encourages new research directions for future
work. This Thesis places particular emphasis on designing solutions compatible with Wi-Fi
compliant devices and their direct applicability in the industry. However, the work proposed
to improve the capabilities of EDCA is implemented via simulation. Accordingly, in the short
term, we intend to support these features for real network cards. The algorithms presented in
this work base their decisions on the channel occupancy of each type of traffic. In this regard,
we have seen that through SDN abstractions we are able to obtain information about the
overall channel utilization without distinguishing between different applications. Therefore,
extending the scope of these abstractions would allow the algorithms to have the data they
require. Moreover, to further simplify the design, the algorithms could be placed at the
application layer instead of running on the APs, hence retrieving the information from the
SDN controller. As a result, the complexity of the devices would be reduced and the SDN
approach would enable more efficient decisions that can be coordinated across the APs.
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Furthermore, apart from the proposal mentioned above in which IEEE 802.11g [85] was
considered, the remaining works presented in this dissertation have taken into account the
IEEE 802.11a physical layer [86]. However, they were adapted to contemplate the capabilities
available in IEEE 802.11n [87]. On this basis, another possible extension in the short term
is to migrate all the proposed solutions to IEEE 802.11ac [88] with the aim of supporting
a high number of devices, meeting the increasing bandwidth demand and guaranteeing the
user experience. Furthermore, backward compatibility with the previous amendments must
be ensured. This same approach can be followed to cover the forthcoming IEEE 802.11ax
radio access [89].

Enabling more advanced QoS features has become mandatory in future Wi-Fi networks.
This fact is motivated by the emergence of 5G networks, characterized by supporting diverse
and dynamic services. Conversely, WLANs are typically designed in such a way that different
physical network portions correspond to different types of users or services. However, these
portions are usually rigid, do not consider the requirements of the applications and cannot be
dynamically reconfigured since it would require deep changes in both the network architecture
and the 802.11 stack. In this context, the SDN paradigm makes it possible to break these
restrictions and accommodate multiple logical networks on the same physical architecture.
This approach, named network slicing, enables a service-oriented vision in which each slice is
characterized by different settings and dynamic control policies.

Based on the slicing concept, in our last work [80] we have introduced a programmable
end-to-end slicing framework for WLANs. The purpose behind this proposal is to enable
the flexible definition and management of several wireless segments while ensuring functional
isolation and efficient resource utilization. Experimental tests have shown that this framework
is able to offer high performance and slice customization. In this work, a hypervisor must
schedule the operations of the slices and divide the resources of each slice across the users.
In the current implementation, an Airtime Deficit Round Robin (ADRR) policy is used for
both tasks. In this respect, other more sophisticated approaches could be introduced for this
job to prioritize the user operations in a more effective way. Moreover, traffic aggregation
functionality could be added as a parameter of each slice with the aim of allowing it to apply
any type of aggregation mechanism defined in 802.11 for the traffic of a certain slice.

In the long term, we intend to reinforce the QoS capabilities by means of flexible network
control and management. To this end, high scalability and resilience are desired in radio
access networks. Despite the advantages provided by the centralized control plane, most of
the operations are undertaken on this layer. Consequently, it represents the network core,
and becomes a critical point of failure as well as a potential bottleneck [90]. In this regard,
more than one controller may be needed for meeting high QoS constraints and ensuring high
performance. This problem could be addressed by distributing multiple SDN controllers across
the network. In this way, each of them must manage the set of APs and users in each network
segment and report to the remaining controllers on the collected information with the aim of
having a complete view of the network. In this sense, messages from other controllers could be
used as a heartbeat. Accordingly, if no information is received from one controller for several
rounds, its functionality should be adopted by another available one. Hence, a procedure for
selecting the appropriated controller in each case must also be investigated.
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Finally, the range could be extended by introducing Network Function Virtualization
(NFV). This paradigm allows for virtualizing most of the network functionality and its agile
deployment in the cloud. As a result, new network features can be dynamically added and the
network capabilities can scale to meet an increasing resource demand. Furthermore, it makes
it possible to control user devices in different networks. Based on this, the scope could be
expanded to introduce cooperation between various radio access networks, i.e. between Wi-Fi
and 5G interfaces. This advantage could be used for a two-fold purpose. On the one hand,
mobility could be improved by transparently switching between both radio access networks
to ensure high signal quality and performance. On the other hand, traffic could be offloaded
to the other network segment for load balancing purposes. This offloading approach could
be limited to the same network slice, if available, to ensure the same fairness level in the
resource assignment regardless of the radio access mode. As a consequence, the latency for
delay sensitive services would be reduced, hence contributing to delivering a better QoE.
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