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ABSTRACT Estimating the power consumption and computational complexity of various digital signal
processing (DSP) algorithms used in wireless communications systems is critical to assess the feasibility
of implementing such algorithms in hardware, and for designing energy-constrained communications
systems. Therefore, this paper presents a novel approach, based on practical system measurements using
field programmable gate array (FPGA) and application-specific integrated circuit (ASIC), to evaluate
the power consumption and the associated computational complexity of the most common mathematical
operations performed within various DSP algorithms. Using the proposed approach, a new metric is
developed for mapping the computational complexity to the computational power consumed by the
mathematical operation in wireless transceivers. This allows combining the commonly used computational
complexity metrics that are typically computed for each mathematical operation separately. Consequently,
a single unified metric can be used to describe the entire algorithm. Therefore, the comparison and
trade-offs between different algorithms become easier and more informative. The developed approach is
used to evaluate the computational power of several DSP algorithms used in wireless communications
systems, and perform thorough computational complexity comparisons. The obtained results reveal that
computational complexity comparisons using different mathematical operations can be highly misleading
in several scenarios. The power consumption evaluation of the considered DSP algorithms show that some
algorithms may require a prohibitively high power, which makes such algorithms unsuitable for power-
constrained wireless communications systems. The results also show that the proposed methodology can
be adopted for various hardware implementation, however, some calibration might be required based on
the adopted platform.

INDEX TERMS Power, complexity, power optimization, computational power, computational complexity,
FPGA, ASIC, PAPR, CFO, channel estimation.

I. INTRODUCTION
A. OVERVIEW

ENHANCING the battery lifetime through power
optimization is currently one of the critical challenges

for several wireless communications systems. Although
massive research efforts have been devoted to develop

power-efficient communications systems, the total power
consumption per user and per unit time is drastically
increasing [1]. Such increase is due to the proliferation
of power-hungry high-data rate applications, such as video
communications and online gaming. For example, the data
traffic per smartphone per month in North America has
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FIGURE 1. A general classification of the power budget of a wireless transceiver.

increased from 3.6 GB in 2015 to 5.1 GB in 2016, and
it is expected to exceed 25 GB in 2022, an increase of
about 5-fold [2]. Therefore, the demand for power-efficient
systems will remain high.
The power consumed by a communications device is typi-

cally shared between the transmitter and receiver, where each
of which has two main subsystems, an analog and a digital
subsystem [3]. At the transmitter side, the analog part is the
one that consumes most of the power because it consists
of the power-hungry power amplifier (PA) [3], in addition
to other components such as the mixer, phase locked loop
(PLL), voltage controlled oscillator (VCO), etc. The digital
part of the transmitter is typically less power demanding
because the signal processing at the transmitter is relatively
small. As shown in Fig. 1, the main digital processing at
the transmitter is required for source and channel encod-
ing, encryption and modulation. The modulation part, for
certain applications, may require significant signal process-
ing, as in the case of peak-to-average power ratio (PAPR)
reduction techniques [4], [5], or when the transmitter has
to perform some optimization for adaptive bit and power
allocation in multicarrier systems [6]–[8]. It is worth noting
that the power consumed by the PA depends substantially
on the range and data rate that the transmitter supports [1].
Therefore, power adaptation is indispensable for applications
where the transmission range and data rate may vary over
time [1], [9], [10].
Similar to the transmitter, the analog part at the receiver

may also consume considerable power, particularly, the
low-noise amplifier (LNA) [3]. Nevertheless, the digital
part at the receiver typically has several additional dig-
ital operations, such as channel estimation, equalization,
and synchronization. Moreover, it is highly desirable to
design receivers that can operate at low signal-to-noise ratios
(SNRs) using blind synchronization [11]–[13] and channel
estimation schemes [14], [15]. However, to operate effi-
ciently at low SNRs without pilot symbols, such schemes

usually require a considerable number of signal processing
operations. Similarly, error control coding is another pivotal
component in wireless receivers that allows the receiver to
work at low SNRs, however, at the expense of extensive
number of decoding iterations [16]. Consequently, the trans-
mitter and receiver may cooperate to optimize the overall
power of the entire link, i.e., the transmitter may reduce the
power consumption at the receiver by increasing the trans-
mission power, or it may save its own power and force the
receiver to compensate the saved power to maintain the same
quality of service (QoS) for the users.
Generally speaking, the processing power at the digital

part of the transceiver has not captured much attention in the
literature, because it is typically considered negligible when
compared to the power consumed at the radio frequency (RF)
and analog parts of the system [17], [18]. However, several
emerging applications are designed to support high data rate
transmission over short distances using multicarrier modu-
lations, such as orthogonal frequency division multiplexing
(OFDM). Therefore, the power requirements of the DSP
operations shown in Fig. 1 at the transmitter and receiver
become non-negligible as compared to the RF and analog
circuitries. Examples for such applications include device-
to-device (D2D) communications [19], Wi-Fi [20], and the
narrowband Internet of Things (NB-IoT) [21], [22]. In ad-
hoc low-power networks, the nodes will mostly be using
peer-to-peer communications, because the deployment of a
central node or a base station is not feasible [19], [23].
Hence, the power consumption of the computational logic
becomes an important component of the device power bud-
get, because the base station duties will be off-loaded to the
nodes [10], [24].

B. RELATED WORK
Several research papers have reported the direct on-board
power measurements and compared them to estimates
through power estimation tools. For example, [25] and [26]

VOLUME 1, 2020 309



TARIQ et al.: COMPUTATIONAL POWER EVALUATION FOR ENERGY-CONSTRAINED WIRELESS COMMUNICATIONS SYSTEMS

reported experimental measurements of power consumption
for a core logic of 45-nm Spartan 6 field programmable gate
array (FPGA) and core logic of a 65-nm Cyclone III FPGA,
respectively, and compared them to values predicted by a
power estimation tool. In [25], different types of 32 × 32
bit multipliers were implemented using both look-up tables
(LUTs) and embedded units, as case studies. Their findings
show a high difference between the measured and estimated
power values, especially in circuits with longer combinatorial
paths, where the tools tend to over estimate the number of
produced glitches. The authors of [26] tested varying word
length multipliers with multiple designs, such as LUTs and
embedded blocks with or without pipelining stages, oper-
ating at 50 MHz. Their results reported deviations between
power measurements and power estimations. Both works lim-
ited their measurements to one multiplier at a certain clock
frequency. Meintanis and Papaefstathiou [27] presented a
comparison between the estimated and measured power con-
sumption of security algorithms on both Xilinx and Altera
FPGAs, where it is shown that Altera’s PowerPlay power
estimation tool is more accurate than Xilinx’s Xpower tool.
However, their study focuses on the algorithm level, with-
out considering to the low-level arithmetic operations. On
the other hand, [28] presented experimental measurements
by implementing FPGA and application-specific integrated
circuit (ASIC) circuits using purely LUT-based logic ele-
ments. Their results exhibit that FPGAs are approximately
35 times larger in terms of area, between 3.4 to 4.6 times
slower, and about 14 times more dynamic power consump-
tion, compared to ASIC technology. However, they did not
provide results regarding the power consumption of various
arithmetic operations. Therefore, to the best of the authors’
knowledge, there is no work in the literature that quanti-
fies and compares the computational power at the operation
level. It is worth noting that part of this work was pub-
lished in [29], where the power complexity is evaluated
only for FPGAs. This work considers both the FPGA and
ASIC implementation and compares the results obtained for
both cases.

C. MOTIVATION AND CONTRIBUTION
Despite the fact that DSP power in most communications
systems is becoming a non-negligible element in the system’s
total power budget, to the best of the authors’ knowledge,
very little work in the literature is dedicated towards accu-
rately quantifying such power. Instead, the computational
complexity is typically used to indicate the power consump-
tion of various algorithms, which is defined in terms of the
total number of arithmetic operations required to implement a
particular algorithm [4], [5], [14]–[16], [30], [31]. Although
this approach is the de facto standard for computational
complexity analysis, it actually has two critical limitations.
The first is that it is difficult to compare the complexity
of different operations accurately. Consequently, it will be
difficult to accurately compare the complexity of different
algorithms that have different types of operations. Second,

counting the number of operations without evaluating the
associated power consumption of the considered operations
does not provide sufficient information about the feasibility
of implementing a particular algorithm in practical systems.
For example, the number of multiplications for a particular
channel estimation algorithm used for OFDM is in the order
of N3 [31], where N is the number of subcarriers. For most
practical OFDM based systems N is typically greater than
128. Consequently, the power required by this algorithm is
about 23 watts at a frequency of 5 MHz, as it will be shown
in Section III. Clearly, such information is more informa-
tive than just the total number of multiplications, i.e., N3.
Therefore, developing a general framework for estimating the
DSP power consumption is pivotal for power optimization
of wireless communications systems.
This work considers performing extensive power mea-

surements using field programmable gate array (FPGA) and
application-specific integrated circuit (ASIC) to quantify
the power consumption at the operation level. The results
are obtained for four basic arithmetic operations, namely,
addition, subtraction, multiplication, and division. Then,
the obtained results are applied to several key algorithms
proposed for wireless communications systems to quan-
titatively evaluate and compare their power consumption.
Moreover, we demonstrate the advantages of using the power
consumption model for comparing various systems, and
providing an informative metric for the feasibility of imple-
menting such algorithms in practical systems. Moreover,
the obtained results show that relative power of various
operations using FPGA and ASIC are comparable, but not
identical, which implies that accurate relative power eval-
uation may require some calibration based on the targeted
hardware.

D. PAPER ORGANIZATION
The rest of the paper is organized as follows. In Section II,
the FPGA test-bed setup and measurement procedure are
presented. Section III presents the obtained measurement
results for the four fundamental arithmetic operations.
Section IV discusses the ASIC design and presents simula-
tion results. Section V compares the computational power
analysis for several fundamental algorithms used in wireless
receivers. Finally, conclusions and future work are presented
in Section VI.

II. FPGA TEST-BED SETUP AND MEASUREMENT
PROCEDURE
An Artix-7 FPGA board, type Nexys 4 DDR from
Xilinx [32], which is based on the XC7A100T, is used to
perform power measurements for different arithmetic oper-
ations. A KEYSIGHT N6705B DC power analyzer is used
to measure the power consumed by the FPGA core, by
measuring the current flow to the FPGA core and the volt-
age at the power pin of the FPGA core, simultaneously.
Unsigned 16-bit integers are considered while performing
different number of operations at different FPGA clock
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FIGURE 2. Test-bed setup [29].

FIGURE 3. Current measurement access points [29].

frequencies. In the collected measurements, the number n
refers to the number of operations performed in parallel.
Fig. 2 shows the testbed used to collect the measurements,
whereas Fig. 3 shows the accessible test points, to which the
power analyzer was connected in order to measure the core
current.
In the considered designs, the output bits were all fed

into a single AND gate, in order to route all the outputs
of the ALU to a certain output pin to prevent the FPGA
synthesis tool from eliminating any operation with unused
output. Therefore, the measured power actually includes
some overhead from the additional logic used, however,
such logic is small relative to the overall circuitry, and
thus, its impact on the system power consumption is neg-
ligible. The routing network is another factor that also
dissipates part of the FPGA power [33], [34]. With an
optimized interconnect design, the power dissipated by the
routing network can be about 25% of the total dynamic
power [34]. Therefore, it can be considered that the measured

FIGURE 4. The measured power for the addition operations in FPGA using various
clock frequencies.

FIGURE 5. The measured power for the subtraction operation in FPGA using
various clock frequencies.

power per operation includes the routing power for that
operation.

III. MEASUREMENT RESULTS
The measured power consumption of the considered arith-
metic operations and the curve fitting results are presented
in Figs. 4, 5 and 6, where the clock frequency is measured
in MHz. The measurement results are obtained from [29],
however, because the power measurements are generally lin-
ear, we limit the fitting functions to first order polynomials,
which was not enforced in [29].
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FIGURE 6. The measured power for the multiplication operation in FPGA using
various clock frequencies.

A. ADDITION
Fig. 4 shows the measured power needed for the addi-
tion operation. As can be noted from the figure, the power
changes linearly versus n and f , and the fitting polynomial
can be expressed as

P+ = (a1n+ a2)f (1)

where the polynomial coefficients are a1 = 5.258×10−6 and
a2 = 1.223 × 10−4. Generally speaking, the values of P+
are small, however they are non-negligible for large values
of n and f .

B. SUBTRACTION
The power required for the subtraction operation is depicted
in Fig. 5, and the fitting polynomial is given by

P− = (a1n+ a2)f (2)

where the polynomial coefficients are, a1 = 6.6 × 10−6 and
a2 = 3 × 10−5. To compare the power for the addition and
subtraction operation, we compute the relative average power
for both operations using (1) and (2) for large values of n,
which can be expressed as

η+− = limn→∞ P−
limn→∞ P+

. (3)

Therefore, η+− = 6.6 × 10−6/5.258 × 10−6 = 1.25. As can
be noted form the result, subtraction requires some additional
power as compared to addition.

C. MULTIPLICATION
The power measurements associated with the multiplication
operation are depicted in Fig. 6, and the fitting polynomial

is given by,

P× = (a1n+ a2)f . (4)

where a1 = 2.578×10−5 and a2 = 4×10−5. Therefore, the
power required for multiplication has linear tendency as well,
and for large values of n, the relative average power η×+ =
2.578 × 10−5/5.258 × 10−6 = 4.903, which is computed
using (3) except that P− is replaced by P×. It is worth
noting that the relative power obtained in this work is close
to the approach used in [35], which stated that P× = 4P+.

D. DIVISION
Implementing large number of division operations at high
frequencies in FPGA is generally challenging due to the
FPGA space limitations. Therefore, the division operation
power estimation is performed only using the ASIC design.
As an example, if the division operation is implemented
using the binary non-restoring division algorithm, then the
maximum number of dividers that can be realized in the
ArtixTM-7 FPGA core is ∼ 80. Moreover, the maximum
clock frequency that can be used is about 5.88 MHz.
Consequently, the results for the division operation using
the FPGA would be inconsistent with the other operations.
Unlike the FPGA, the ASIC implementation is using the
basic gates and has on limit on the size nor any overhead on
the implementation results, thus, the division results would
be more reliable.

E. ENERGY ANALYSIS
By noting that all considered operations are base on combi-
national logic design, the energy consumed by each operation
can be computed as the product of the measured power and
maximum combinational path delay τ , thus, the consumed
energy can be expressed as E+ = τ+P+, E− = τ−P−, and
E× = τ×P× for addition, subtraction and multiplication,
respectively. The values of maximum combinational path
delay for each operation are τ+ ≈ τ− = 2.055 ns, and
τ× = 3.909. Consequently, for large values of n we obtain
E×/E+ = (τ×/τ+)η×+ = 9.3264.

F. DISCRETE FOURIER TRANSFORM POWER
CONSUMPTION
To verify that the power consumed by a certain algorithm can
be estimated from the individual operations power, we con-
sider the discrete Fourier transform (DFT) because it is the
most prominent part of OFDM. Therefore, a 128-point DFT
is implemented using the Radix-2 algorithm. The FFT code
is generated using the Spiral DFT/FFT IP Generator [36],
which generates customized DFT soft IP cores in synthe-
sizable RTL Verilog. This code generator is configured to
generate forward DFT with 16 bits fixed point precision,
and is implemented with fully streaming architecture. The
generated design consists of 24 multipliers and 40 adders.
The throughput of this architecture is one transform every
64 cycles. The design is implemented on the FPGA through
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Vivado software using clock frequency of 50 and 100 MHz.
The power measurement for the 50 Hz frequency shows that
power consumption of the DFT is about 57.3 mW, and the
total power computed by adding the power consumed by
the 24 multipliers and 40 adders is 49.5 mW, and hence, the
difference is about 16%. The same procedure is applied to
the 100 MHz clock frequency, and the obtained results are
86.2 and 99.2 mW, for the measured and calculated power,
respectively. Therefore, the difference in this case is about
13%. Consequently, the obtained results indicate that adding
the powers of individual operations can be considered gen-
erally as an accurate indicator for the total power consumed
by a certain of the algorithm.

IV. ASIC DESIGN
The proposed model was extended to ASIC technology by
examining the power consumption values provided by the
ASIC synthesis tool using the Synopsys design compiler. The
proposed architectures were coded using Verilog-HDL lan-
guage and simulated for functional verification. The designs
were synthesized using state-of-the art tools from Synopsys
(Design Compiler) using an industry standard and tapeout
proven standard-cell flow. The standard cell library was
designed using Global Foundries 65 nm low power pro-
cess, they were fully characterized in silicon and is in an
industry standard tape-out ready form. Power consumption
was estimated from the synthesized design using synthesis
Design Compiler tools from Synopsys. It is worth noting
that the 65 nm technology has been widely considered for
the design of various wireless communications systems as
reported in [37] and the references listed therein.
The codes we used for implementation of mathematical

operations on FPGAs were synthesized with very few mod-
ifications to suite the ASIC implementation. As anticipated,
the measurements show that the ASIC design exhibits much
lower power consumption compared to the FPGA, which
in turn affected the power ratios of various operations as
compared to the addition. The minimum value of the oper-
ating frequency f used is 15 kHz and the maximum value
is 5 MHz. This modification of frequency range, as com-
pared to the FPGA, is applied to produce accurate power
estimation at low operating frequencies. Therefore, the oper-
ating frequencies are close to those used in some common
practical wireless receivers such as Long Term Evolution
(LTE) handsets. Moreover, the number of operations was
extended to 400 operations. It is worth noting that using
such low operating frequencies for the FPGA is not feasible
because measuring the FPGA power consumption at such
low frequencies is very challenging as the consumed power
is very close to the FPGA static power.

A. ADDITION
Fig. 7 represents the addition operation power consump-
tion reported by the ASIC synthesis tool versus the number
of adders n at various clock frequencies f . As can be

FIGURE 7. The measured power for various numbers of additions with different
clock frequencies using ASIC design.

noted from the figure, the consumed power increases lin-
early with n and f , which agrees with the trend obtained
by the FPGA. However, the fitting polynomial has different
constant coefficients as compared to those in (1), which is
due to the substantial decrease in power consumption of the
ASIC when compared to addition implemented using FPGA.
The polynomial can be expressed as

P+ = (a1 + a2f )n (5)

where the coefficients are a1 = 2.003 × 10−10, and a2 =
4.023 × 10−7. Therefore, addition in FPGA is more power
demanding than the ASIC by a factor of

ζ+ = limn→∞ P+
limn→∞ P+

= 13.13. (6)

The result in (6) implies that the power consumed by ∼ 13
ASIC adders is equivalent to the power consumed by a single
FPGA adder.
The subtraction operation was also considered using the

ASIC design, and the obtained results show that P+ ≈ P−.
Therefore, the same polynomial will be used for addition
and subtraction.

B. MULTIPLICATION
Similarly, the multiplication operation is implemented using
ASIC design, where the consumed power results are reported
and plotted along with their linear fitting, as shown in Fig. 8.
The results show a reduction in power consumption as com-
pared to the FPGA data. The trend clearly follows the same
linear behavior of power versus the number of operations
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FIGURE 8. The measured power for various numbers of multiplications with
different clock frequencies using ASIC design.

and the operating frequency. The multiplication power fitting
polynomial related to the ASIC design is given by,

P× = (a1 + a2f )n (7)

where a1 = 1.073 × 10−9 and a2 = 1.247 × 10−6. In order
to compare the power consumption of addition and multi-
plication in ASIC technology, the relative average power for
both operations is computed as,

η×+ = limn→∞ P×
limn→∞ P+

= 1.073 × 10−9 + 1.247 × 10−6f

2.003 × 10−10 + 4.023 × 10−7f
. (8)

Therefore, η×+ depends on the clock frequency where
limf→0 η×+ = 5.35, and limf→∞ η×+ = 3.099. As can be
noted from the results, the relative multiplication power ratio
is comparable to the one obtained using the FPGA platform,
which is 4.903.

The number of ASIC multiplications that are equivalent
to one FPGA multiplication is given by,

ζ× = limn→∞ P×
limn→∞ P×

= 8.889655172 × 105f

37 + 43000f
. (9)

As can be noted from (9), ζ× depends on the clock frequency
where limf→∞ ζ× = 20.67. However, ζ× is not sensitive to
the variations of f given that f > 1 kHz.

C. DIVISION
The ASIC power results for the division operation are given
in Fig. 9. The polynomial fitting with the minimum RMSE

FIGURE 9. The measured power for various numbers of divisions with different
clock frequencies using ASIC design.

is given by

P÷ = (a1n+ a2)f (10)

where a1 = 4.4530 × 10−6, and a2 = 9.4207 × 10−8. As
can be noted from the figure and (10), the division operation
power changes linearly with n and f , and it is larger than all
other operations. The average relative division to addition
power is given by ÷

η÷+ = limn→∞ P÷
limn→∞ P+

= 4.453 × 107f

2003 + 4.023 × 106f
. (11)

Therefore, limf→∞ η÷+ = 11.06. For small values of f , η÷+
remains generally unchanged given that f > 1 kHz.

As can be noted from the obtained results, the ASIC
requires much less power than FPGA, even though the FPGA
is based on 28 nm process while the ASIC is using 65 nm.
Such behavior is obtained because the power consumption
of ASICs can be very minutely controlled and optimized,
thus, the power consumption of an ASIC would be much
less than an FPGA that runs the same algorithm [33, p. 44].
Nevertheless, the ratios of different operations within the
two technologies are equivalent.

D. ENERGY ANALYSIS
Similar to the FPGA scenario, all considered operations in
the ASIC design are base on combinational logic. Therefore,
the energy consumed by each operation is E+ = τ+P+,
E− = τ−P−, E× = τ×P×, and E÷ = τ÷P÷ for addi-
tion, subtraction, multiplication, and division, respectively.
The values of maximum combinational path delay for each
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TABLE 1. The computational complexity of various PAPR reduction schemes, the
relative complexity is cmputed using N = 128.

operation are τ+ ≈ τ− = 7.92 ns, τ× = 10.13 ns, and
τ÷ = 106.93 ns. As expected [38], the divider delay is
substantially larger then the multiplication. By comparing
the combinational logic delay in the FPGA and ASIC, it
can be noted that the ASIC delay is higher, which is due
to the fact that the FPGA is based on 28 nm technology,
while the ASIC is based on 65 nm technology. For large
values of n we obtain E×/E+ = (τ×/τ+)η×+ = 6.2711, and
E÷/E+ = (τ÷/τ+)η÷+ = 149.324.

V. COMPUTATIONAL POWER ANALYSIS OF WIRELESS
SYSTEMS
In this section, the obtained results are used to map the
computational complexity to computational power for sev-
eral signal processing algorithms that have been proposed
for OFDM-based systems. The considered algorithms will
be compared against each other using the power complexity
metric, and the overall power consumption of these tech-
niques will be discussed. The considered algorithms include
carrier frequency offset (CFO) estimators, peak-to-average
power ratio (PARP) reduction schemes, and channel esti-
mators. The mapping is performed by computing the total
power consumption associated with all mathematical oper-
ations required by the corresponding algorithm. Since the
power analysis is based on operations in the real domain,
the conversion from the complex to real domain is performed
by noting that one complex multiplication (CM) requires four
real multiplications (RMs) and two real additions (RAs), and
one complex addition (CA) requires two RAs. The power for
the considered techniques is evaluated for different operating
clock frequencies in the range 0.015 to 5 MHz. For all the
considered algorithms, the number of subcarriers N = 128
and the cyclic prefix L = 8. It is worth noting that the min-
imum clock frequency is equivalent to the OFDM symbol
period in the long term evolution (LTE) standard.

A. PAPR REDUCTION ALGORITHMS
The Partial-Transmit Sequence (PTS), which is widely used
for PAPR reduction is considered in [5] with different PAPR
metrics such as distortion-to-signal power ratio (DSR) [39],
mean squared error (MSE), and cross correlation (CORR),
in addition to the actual PAPR metric [35]. The computa-
tional complexity of all considered algorithms is evaluated
and compared by counting the total number of mathemat-
ical operations required for each algorithm. Table 1 shows
the computational complexity of four different algorithms
reported in [5].

In Table 1, the relative real multiplications (RRM) and
relative real additions (RRA) are used to compare the com-
plexity of the CORR algorithm with other PAPR reduction
algorithms, where the CORR RMs and RAs are considered
as the reference, i.e., the RRA is computed as the ratio of
the number of RAs of the CORR to any other algorithm. It
can be noted from Table 1 that the CORR is more complex
than PAPR, and less complex than DSR, while the relative
complexity of the MSE is unclear because it requires fewer
RMs but more RAs.
The total power for the algorithms considered in Table 1,

using different clock frequencies is given in Tables 2 and 3
for FPGA and ASIC implementation, respectively.
In Table 2 and 3, the computational power is computed

based on the results of Table 1 for different clock frequencies.
The results in Table 2 and 3 confirm the claims of [5] regard-
ing the general trends. However, some critical observations
can be made based on the proposed power analysis:

• The DSR computational power requirements are sub-
stantial as compared to other techniques. Moreover,
the total computational power for DSR becomes pro-
hibitively large at high clock frequencies.

• As shown in Table 1, the CORR and MSE algorithms
have opposing requirements in terms of the multi-
plication and addition operations, making it difficult
to compare them in terms of computational complex-
ity. Using the proposed approach, the comparison is
straightforward, and it shows that there is a clear dif-
ference between the total computational power of each
algorithm.

B. CHANNEL ESTIMATION ALGORITHMS
Al-Naffouri et al. [14] proposed an algorithm for blind chan-
nel estimation of OFDM-based wireless systems. The authors
initially proposed a high complexity version, denoted as the
blind algorithm, then, a complexity reduction is performed
using carrier reordering. The computational complexity of
the two proposed algorithms is compared to a training-based
algorithm at high SNRs, as shown in Table 4, and the com-
putational power of the three algorithms is given in Table 5
for FPGA implementation, and in Table 6 for ASIC design,
which confirms the conclusions made in [14] regarding the
considerable complexity reduction that can be achieved by
the carrier reordering process. However, the results show
that the computational power for the carrier reordering is
still high, which is due to the massive number of required
multiplications. Moreover, the computational power compar-
ison between the training-based and the blind algorithm with
carrier reordering shows a tremendous discrepancy even at
typical values of N, which disagrees with the statement made
in [14] regarding the comparable complexity of both algo-
rithms. For example, the computational power ratio between
the blind algorithm with carrier reordering and the training-
based algorithm at 1.5 MHz is about 10.84 for FPGA, and
11.05 for ASIC design.
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TABLE 2. The computational power, in mW, of various PAPR reduction techniques for various clock frequencies in FPGA implementation, using N = 128.

TABLE 3. The computational power, in mW, of various PAPR reduction techniques for different clock frequencies using N = 128 in ASIC design.

TABLE 4. The computational complexity of various blind channel estimation algorithms.

TABLE 5. The computational power, in watts, of various blind channel estimation algorithms using FPGA implementation.

TABLE 6. The computational power, in mW, of various blind channel estimation algorithms using ASIC.

Table 4 also shows the total equivalent real additions
(TERAs) using η×+ = 4. Comparing the TERAs for the
blind estimation with carrier reordering to the training-
based estimation shows that the ratio is about 10.9, which
is generally close to the results obtained using the power
measurements for both the FPGA and ASIC. Therefore, com-
paring the number of operations of two algorithms using the
obtained mapping approach leads to accurate relative com-
plexity comparisons. However, using the power approach
provides the relative complexity between different algorithms
as well as an estimate of the power requirements for each
algorithm. As can be noted from Table 5, the power required
for the blind channel estimator at 5 MHz is about 23 watts,
which is prohibitively high for practical implementation.

C. CARRIER FREQUENCY OFFSET ESTIMATION
CFO estimation is a critical process for coherent data detec-
tion in digital communications systems, particularly OFDM.
To evaluate and compare the computational power of vari-
ous CFO estimation algorithms, the work reported in [13]
is used because it compares the computational complexity
of several CFO estimation algorithms. Table 7 presents the
computational complexity of the four CFO estimation algo-
rithms considered in [13], which were originally reported
in [12], [40].
The Computational power computed using Table 7 is

mapped to the computational power in Table 8 for FPGA,

TABLE 7. The computational complexity of various CFO estimators.

and in Table 9 for ASIC, which agrees with the conclu-
sions drawn in [13]. However, the computational power
requirements of the technique reported in [13] is substantially
larger than the one reported in [40]. Moreover, the compu-
tational powers of [11]–[13] are comparable. By comparing
the TERAs in Table 7 and the FPGA and ASIC power in
Tables 8 and 9, it can be noted that all results follow gen-
erally the same trend. However, the complexity of [11] is
larger than [12] as shown in Table 7, while it is the opposite
in Tables 8 and 9. Nevertheless, the difference is negligible.
As can be noted form the results presented in Tables 2, 5

and 8, the total estimated power for all algorithms is
generally less than those in [29], which is due to the lin-
earity constraint imposed on the fitting polynomials in this
work. Nevertheless, the difference is only significant for the
blind channel estimation case due to the large number of
multiplication operations used in this algorithm.
To evaluate the weight of various DSP algorithms with

respect to main components of the transceiver, we compare
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TABLE 8. The computational power, in watts, of various CFO estimators using FPGA.

TABLE 9. The computational power, in mW, of various CFO estimators using ASIC design.

TABLE 10. Relative DSP power, %, to the analog transceiver RF chain.

the power consumed by the RF and analog baseband cir-
cuitry to the power consumed by the considered DSP
algorithms. As reported in [18, Table II], the power con-
sumed by the main blocks in the transceiver RF chain is
about 553.7 mW for peak-to-average ratio (PAR) of 10 dB.
The results presented in Table 10 are computed as the ratio
of the DSP algorithm to the RF chain power, which is 553.7.
The table presents the results for both the ASIC and FPGA,
and for each of which, two cases are considered, that is
{FPGAB,FPGAW}, and {ASICB,ASICW}, where indices B
and W denote the best and worst case scenarios, respectively.
For the best case scenario, we selected all DSP algorithms
with the minimum power consumption, and vice versa for the
worst case scenario. For both the FPGA and ASIC, the carrier
frequency is set to 1 MHz. As shown in the table, the total
ratio has an enormous variance depending on the technology
used for implementation, and the selected DSP algorithms. In
the FPGA case, the best case scenario gives 12.7%, while
it is 2.1% for the ASIC. Consequently, even if the most
simple DSP algorithms are used, the power consumed is
non-negligible using either platform. If blind channel and
CFO estimation is desired to improve the spectral efficiency,
the power consumption might surge to 892.1% and 67.4%,
for the FPGA and ASIC design, respectively. Therefore, the
FPGA power in this case will be significantly higher than
the RF chain, and the ASIC power is actually comparable
to the RF chain.

VI. CONCLUSION AND FUTURE WORK
In this paper, a novel approach and metric were presented
to evaluate and compare the computational complexity and

consumed power of various baseband DSP algorithms in
wireless communications systems. The proposed metric is
based on mapping the computational complexity of an
algorithm to the computational power. Therefore, the total
computational power can be computed and presented into a
single metric, which makes the comparison between different
algorithms simpler and more informative. The work is based
on extensive measurements conducted to evaluate the compu-
tational power at the fundamental operation level, and hence,
the total computational power can be computed accordingly.
The collected measurements were obtained using an FPGA
platform and an ASIC standard-cell based synthesis flow
(using 65 nm GF process) with different number of mathe-
matical operations and clock frequencies. The results showed
that the computational power for the considered arithmetic
operations scales almost linearly with the number opera-
tions and frequencies, which enabled the construction of
simple computational power models. The developed model
implies that, on average, the division process is the most
power-hungry operation, with a computational power that
is about 11 times the power for the addition operation in
ASIC. The multiplication was less power-demanding, with
a single multiplication operation is equivalent to four addi-
tions in the FPGA design, and almost the same using the
ASIC for a wide range of frequencies. The subtraction is
comparable to the addition, with a single subtraction power
being about 1.25 times of the addition in the FPGA, while
both addition and subtraction had the same values for the
ASIC. The new metric was used to evaluate the total com-
putational power for PAPR reduction, CFO, and channel
estimation techniques. The obtained results showed that some
of these algorithms have extremely high power require-
ments, which makes them infeasible for prototyping using
FPGAs. Moreover, the results confirmed that the DSP power
should not be neglected when designing power-constraint
communications systems.
Our future work will focus on evaluating the power con-

sumption of some essential DSP algorithms that were not
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included in this work such as iterative error correction codes,
timing synchronization, etc.
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