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ABSTRACT While mobile networks are evolving rapidly, the battle between ever-growing traffic demands
and out-paced network capacities will continue and require more efficient solutions. Emerging techniques
such as mobile edge computing and device-to-device (D2D) communications can help relieve traffic at
the mobile edge and accommodate surging traffic demands from various content-centric services. In this
work, we focus on exploiting device caching and user collaboration to offload content distribution traffic.
Specifically, we investigate the request offloading problem, which aims to appropriately select caching
devices and maximize the content requests that can be fulfilled through D2D communications. Given
the constraints of individual transmission and caching capacities, the number of available D2D channels,
and information privacy with social-awareness, we can decouple the request offloading problem into two
subproblems, i.e., the device caching and matching problem, and the D2D channel allocation problem.
As we prove that both problems are NP-hard, we propose efficient algorithms that iteratively make a best
local decision in each step. Simulation results show that the proposed algorithms perform fairly closely to
optimal solutions in small-scale instances and outperform the reference schemes under various situations.

INDEX TERMS Mobile edge computing, D2D communications, collaborative content distribution, device
caching, device matching, and channel allocation.

I. INTRODUCTION

NOWADAYS our daily lives have been flooded with
diverse mobile applications, ranging from entertain-

ment and education to business and health. The proliferation
of social media further boosts spreading of popular contents
to mobile users and causes substantial duplicate transmis-
sions. According to [1], mobile data traffic is expected to
double every year. Particularly, video traffic has been dom-
inant and accounted for 75% of global mobile data traffic
in 2017. Mobile network providers need to deploy efficient
technologies such as device-to-device (D2D) communica-
tions to maintain sustainable growth while improving user
experience. D2D communications offer various benefits such
as improving spectrum efficiency, offloading traffic or tasks,
and enabling proximity services [2]–[5].
From the network perspective, there have been many

studies in the literature that focus on D2D resource allo-
cation in a general D2D network context [4]–[7]. A critical
challenge to radio resource allocation with underlay spectrum
sharing is how to control co-channel interference when

D2D and cellular users are allowed access the same spec-
trum so as to achieve high spectrum efficiency. From the
application perspective, D2D communications have been
explored to support various applications such as content
distribution, social networking and public safety services.
Particularly, D2D communications can assist content dis-
tribution to offload traffic from the cellular network. For
example, content requests can be offloaded from a base sta-
tion (BS) by caching received contents in user devices and
fulfilling other nearby requests via D2D forwarding. Device
caching strategies are investigated in [8]–[10], assuming that
D2D users are cooperative and willing to cache a video that
is not requested by themselves. Social-awareness is further
taken into account in [11], [12], so that D2D users are more
incentivized to cache and forward contents for their social
connections.
In this work, we intend to study D2D-assisted content

distribution by integrating various considerations from both
the network perspective and the application perspective. On
one hand, D2D channel allocation should be extended from
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the general context and tailored to meet specific application
demands. On the other hand, content requests need to be
effectively offloaded to D2D communications, and fulfilled
by device caching and forwarding. Particularly, we attempt
to address two key problems involved in request offloading
for D2D-assisted content distribution. First, content place-
ment (i.e., cache device selection) and content forwarding
(i.e., device matching) can be considered together. Once we
obtain a device matching solution that maximizes the ful-
filled requests through D2D content sharing, we can naturally
make decisions on cache device selection. Similarly, a source
device can only fulfill no more than a certain number of
requests from other devices due to the stint of device energy
and bandwidth. Furthermore, because the maximum number
of D2D users allowed in a cell is often limited to restrict the
interference to regular cellular users, a subsequent problem
is to properly allocate channels to matched D2D groups so
that the intra-interference between D2D groups and inter-
interference with cellular users are acceptable. Specifically,
our main contributions are as follows:
• We investigate request offloading in D2D-assisted con-
tent distribution by decomposing it into two subprob-
lems, i.e., the device caching and matching problem
and the D2D channel allocation problem. Each subprob-
lem is formulated as an integer linear program (ILP).
We analyze their computational hardness and prove that
both are NP-hard in the optimization form.

• To address the NP-hardness of the formulated problems,
we propose effective algorithms to find approximate
solutions. For the device caching and matching problem,
the proposed algorithm consists of an iterative proce-
dure for source selection and a post-processing step to
augment device matching. We also obtain an upper-
bound solution based on Lagrangian relaxation as a
benchmark. For the D2D channel allocation problem,
the proposed algorithm solves it as a generalized vertex
coloring problem.

• We conduct simulations to evaluate and compare the
performance of the proposed algorithms and the ref-
erence schemes. The results show that our algorithms
achieve high performance close to that of the optimal
solutions in small-scale cases and outperforms the
reference schemes in larger-scale cases.

In the following, Section II reviews the related works
on D2D content caching and forwarding. In Section III,
we introduce the system model and the request offloading
problem. Section IV formulates two subproblems for request
offloading and analyzes their complexity. The proposed algo-
rithms are discussed in Section V. Experimental results are
given in Section VI. Section VII concludes this paper.

II. RELATED WORKS
In the literature, there have been many studies on the con-
tent caching strategies in D2D networks. For instance, an
optimal content caching approach was proposed in [10] to
maximize offloading probability with effective transmission

accessibility between devices. In [13], the authors studied a
probabilistic caching placement strategy for stochastic D2D
caching networks, and obtained the optimal caching prob-
abilities that maximize the requests successfully served by
local device caches. Moreover, in [14], the authors optimized
the strategies for cache device distribution for the purpose
of maximizing the average density of successful receptions
considering interference and noise.
In addition, there are studies on device pairing and content

forwarding assisted with D2D communications. Different
from the studies on content caching strategies, the focus here
is the matching of request devices with devices that have
already cached videos. For example, in [15], the authors
exploited interference-aware collaborations among devices
and proposed an approximate approach that aims to offload
requests by pairing request devices with cache devices in
close proximity. In [16], the approximate algorithm was fur-
ther improved to a three-step approach for the device pairing
problem to maximize the request coverage through D2D
communications.
In [9], the authors studied edge caching at both BSs

and user devices, where D2D communications can offload
traffic to minimize transmission costs between BSs. A Q-
learning based strategy was proposed for cache replacement
at BSs. To take into account the effect of device caching and
D2D offloading, they also formulated a maximum weighted
independent sets problem and solved it by a greedy algo-
rithm. Accordingly, they could obtain the probability that the
requested contents are fulfilled by adjacent devices via D2D
communications and thus relieved from the BS. In [17], a
four-dimensional hypergraph model was used to address the
problem of D2D pairing and channel allocation in cache-
enabled D2D networks. The hypergraph model includes
four dimensions with respect to content requesters, con-
tent helpers, resource blocks and cache contents. Aiming
to maximize the sum of achievable data rate in the D2D
network, a greedy algorithm was proposed to approach the
optimal solution with low complexity.
Moreover, some studies take into account social-awareness

in D2D content caching and sharing. These works intend
to leverage users’ attributes in both the physical network
and the social network for content distribution. In [11],
the authors proposed a D2D-assisted solution that prof-
its from social relationships for source selection and data
forwarding. In [18], a hypergraph model was proposed to
incorporate multidimensional information including social-
awareness. Then, hypergraph techniques such as coloring
and matching can be used to optimize D2D spectrum man-
agement and cache placement. In [19], the authors applied
such a hypergraph model for D2D channel allocation to
coordinate the interference between D2D pairs and cellu-
lar users. A modified greedy hypergraph coloring algorithm
is used to successively color the vertices corresponding to
the D2D pairs and cellular users in a color (representing a
channel) in a descending order of monodegree. As such, the
cellular users and the D2D pairs are classified into clusters
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with different colors, such that more users can be allocated
to channels for a larger capacity.
Though social-awareness can potentially improve the

performance of content distribution by caching and shar-
ing, user devices are subject to various resource con-
straints, which should be considered in the caching and
forwarding strategies. We notice that some research mainly
considers the constraints from the network side, e.g., co-
channel interference [15], [16], the service side, e.g., content
requesting and caching patterns [13], [14], or the user
side, e.g., social relationships and incentives [12], [18].
Nevertheless, this work intends to incorporate various con-
straints from different perspectives. Furthermore, many
studies on D2D content sharing focus on one-to-one match-
ing [9], [16], [17], [20]. We attempt to relax this constraint
and consider one-to-many matching, which thereby accom-
modates more device heterogeneity in terms of resource
capacity. Our problem is different from the regular one-
to-many bipartite matching problem, which is solvable in
polynomial time, in that one group of devices need to be
split into a set of cache devices and a set of request devices
instead of having two separate given sets of devices. Together
with various other constraints, these extensions eventually
cause the high complexity of our research problem, which
will be shown with strict theoretical analysis. In view of
the limited computation power of the mobile edge, we try
to reduce the complexity by decomposition, and design fast
and efficient algorithms to find reasonable solutions.

III. SYSTEM MODEL
A. CONTENT DISTRIBUTION SCENARIO WITH
D2D-ASSISTANCE
In this work, we focus on a content distribution scenario
at the mobile edge as depicted in Fig. 1. A set of request
user devices, denoted by N = {1, 2, . . . , n}, are requesting
contents from a library of m videos. All devices are uniformly
located in the coverage of a BS, a circular area of radius L
with the BS at the center. The distance between two devices
i and j (i, j ∈ N ) is denoted by dij. Besides the physical
attributes, we consider a social network among all users
in N , which is abstracted by graph Gs = (N , Es). If two
users are socially connected, then an edge exists between the
two corresponding nodes. Each device only requests one file
from the video library and all requests form set R following
a Zipf popularity distribution [9], [20]–[22]. Therefore, the
probability that device i ∈ N requests video k is given by

pki =
1
kσ

∑m
j=1

1
jσ
, σ > 0 (1)

where exponent σ characterizes the relative popularity of
videos. A higher value of σ indicates that user requests
are concentrated on fewer videos. Let mi denote the video
requested by device i.
Video requests initiated by mobile devices are first sub-

mitted to the associated BS, which acts as an edge server for
a number of devices within its coverage. The edge server can

FIGURE 1. Content distribution scenario with request offloading.

collect information of all request devices, provide solutions
for video caching, and allocate D2D links for content shar-
ing through the server’s control functions. Considering that
some popular videos are demanded by multiple neighbour-
ing users, the edge server can screen the video requests and
offload some to be fulfilled by cache devices over D2D links.
This D2D-assisted content distribution not only can offload
traffic from the mobile edge but also improves transmission
efficiency with the close proximity.

B. REQUEST OFFLOADING TO D2D COMMUNICATIONS
Based on the content distribution scenario in Fig. 1, we study
the request offloading problem, which aims to maximize
the number of requests fulfilled by local cache devices
(also called sources) via D2D links while satisfying certain
resource and feasibility constraints.

• First, we limit the collaboration distance (denoted by λ)
between devices to ensure the quality-of-service (QoS)
of D2D communications. That is, a cache device can
only serve request devices within its collaboration dis-
tance [23], [24]. In the literature, both D2D unicast
and multicast have been studied for content distribu-
tion. As shown in [25], there are pros and cons for
either method. The limited computation and commu-
nication capabilities of mobile devices pose intrinsic
challenges to resource allocation and power control for
D2D multicast. In view of the simplicity and feasibility
of D2D unicast in current systems, we consider that a
cache device unicasts the content to the request devices.

• In addition, each source i ∈ N can only fulfill no more
than βi requests from other devices due to the stint
of battery life and network bandwidth. Moreover, as
most users are unwilling to share contents with those
they do not trust, we require that the users of selected
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sources should be socially connected with their matched
receivers to protect information privacy.

• Furthermore, the total number of selected sources is
limited by γ . Although more caches lead to better
offloading performance, it is infeasible to unrestrict-
edly allocate the edge resources for D2D transmissions.
Each BS needs to reserve sufficient channel resources
for other uses, such as for the regular cellular links.
Therefore, we limit the total number of selected sources
and thus restrict the number of occupied D2D channels.

Then, the device caching and matching problem aims to
select at most γ sources from device set N to cache videos
and match them to other request devices in N . Rather than
defining a one-on-one matching, we pursue a one-to-many
matching solution that each transmitter can share its con-
tent to multiple receivers. Solving the device caching and
matching problem, we can obtain at most γ D2D pairs or
groups (with one D2D transmitter and one or multiple D2D
receivers), which require at most γ distinct resource chan-
nels for the D2D links. Hence, we further address the D2D
channel allocation problem. Based on the spatial distribution
of the D2D users and underlaying cellular users that share
their channels, we need to properly allocate the D2D chan-
nels to avoid co-channel interference and minimize channel
occupation time so that these channels are released as early
as possible for other uses.
It is seen in Fig. 1 that the system model considers

a single-cell scenario. It is not hard to extend this work
to a multi-cell scenario. We need to pay special attention
to the devices near the cell edge. The solution can be
adapted according to whether a cache device is allowed to
serve request devices in multiple cells. Especially, inter-cell
interference in addition to intra-cell interference should be
taken into account.

IV. PROBLEM FORMULATIONS AND ANALYSIS
In this section, we formulate the two subproblems of request
offloading, i.e., the device caching and matching problem
and the D2D channel allocation problem and then analyze
their computational complexity.

A. DEVICE CACHING AND MATCHING PROBLEM
Given the above content distribution scenario, we select both
sources for content caching and their receivers from device
set N . Since every matching between sources and receivers
must be feasible, we abstract the relationship between them
with a bipartite graph Gb = (N ,N ,L), which is illustrated
in Fig. 2. Here, an edge indicates the feasibility of sharing
video contents between two devices. An edge exists between
devices i and j if they request the same video, fall within each
other’s collaboration distance, and are socially connected. Let
binary variable lij represent whether an edge exists between
devices i and j in the bipartite graph, i.e., (i, j) ∈ L, defined as

lij =
{

1, if mi = mj, dij ≤ λ, and eij ∈ Es
0, otherwise.

(2)

FIGURE 2. Bipartite graph model for transmitters and receivers.

Once an edge server receives all video requests from user
devices, it filters requests to maximize the total number of
requests that can be fulfilled by local device caching, while
satisfying the constraints of D2D collaboration distance, bud-
get of device caching, social relationship, and the number
of simultaneous D2D links. Accordingly, we formulate the
device caching and matching problem as the following ILP:

(P1) max
x,z

.
∑

i∈N

∑

j∈N
xij (3a)

s.t.
∑

i∈N
xij ≤ 1, ∀j ∈ N (3b)

∑

j∈N
xij ≤ βi, ∀i ∈ N (3c)

∑

i∈N
zi ≤ γ (3d)

xij ≤ lij, ∀i, j ∈ N (3e)
∑

j∈N

(−xij
) ≤ M · (1− zi)− 1, ∀i ∈ N (3f)

∑

j∈N
xij ≤ M · zi, ∀i ∈ N (3g)

∑

i∈N
xij ≤ 1− zj, ∀j ∈ N (3h)

xij ∈ {0, 1}, ∀i, j ∈ N (3i)

zi ∈ {0, 1}, ∀i ∈ N . (3j)

Here, decision variable xij is a binary variable that indicates
whether device i is selected to serve the request from device
j. Hence, objective function (3a) maximizes the total number
of requests to be fulfilled by selected sources. Constraint (3b)
requires that each request should not be fulfilled by more
than one source, constraint (3c) limits the serving budget of
each device, and constraint (3d) indicates that the number
of selected sources cannot exceed the maximum number of
D2D links allowed in the cell. To ensure that the matching
between sources and receivers is valid, constraint (3e) limits
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the matching among the feasible edges in the bipartite graph
in Fig. 2, which is equivalent to xij = 0, if lij = 0,∀i, j ∈ N .

In addition to x, problem (3) also involves binary decision
variable z, where zi = 1 indicates that device i is selected as
a source to serve other request(s). Clearly, x and z are not
independent but related by

zi =
{

0, if
∑

j∈N xij = 0
1, if

∑
j∈N xij ≥ 1

, ∀i ∈ N . (4)

In problem (3), conditional constraint (4) is expressed by
inequality constraints (3f) and (3g), where M is a sufficiently
large constant that meets M ≥ maxi βi. Last, constraint (3h)
narrows the relationship between x and z so that when a
device is selected as a source it does not need to be further
served by any other device. In Fig. 2, the set of nodes on
the left is in fact the same set of nodes on the right. Hence,
constraint (3h) defines that, if left node j is selected as a
source, i.e., zj = 1, the final matching should not include
any edge incident on the corresponding right node j, i.e.,∑

i∈N xij = 0.

B. D2D CHANNEL ALLOCATION PROBLEM
After solving the device caching and matching problem
in (3), we can form at most γ D2D groups. According to the
solution to problem (3), we can obtain the subset of selected
sources (i.e., cache devices): Nt = {i : zi = 1,∀i ∈ N }. For
each cache device i ∈ Nt, the solution also gives the subset
of request devices to serve: Nr,i = {j : xij = 1,∀j ∈ N }.
Each cache device and the corresponding matched request
devices form a D2D group. Next, the BS needs to allocate
channels for the D2D groups to forward the cached con-
tents. This is the D2D channel allocation problem, which is
to be formulated in this section in (5). To improve spectrum
efficiency, these D2D users can reuse the channels allocated
to certain underlaying cellular users if interferences can be
avoided among them.
Fig. 3 illustrates an example for interferences among D2D

groups. Assume that co-channel interference is unaccept-
able within transmission range λ but negligible beyond that.
Consider a D2D group with source i and receiver set Nr,i,
and another D2D group with source j and receiver set Nr,j.
If at least one receiver device in Nr,j is located within the
transmission range of source i, we say that these two D2D
groups are in conflict. Similarly, such interference conflict
may exist between a D2D group and a cellular user.
Then, depending on the spatial locations of D2D and cel-

lular users, we obtain a conflict graph Gc = (W ∪ Nt,A)
as shown in Fig. 4, where the vertices include the set of
cellular users, W , and the set of D2D groups, Nt (one ver-
tex for each D2D group), and an edge exists between two
vertices if they are interfering as shown in Fig. 3. In the
conflict graph, each vertex needs to be labelled by a color
representing its allocated channel. All cellular users have
been labelled by distinct colors, which means they are allo-
cated orthogonal channels. Then, each vertex corresponding
to a D2D group needs to be assigned a color same as that

FIGURE 3. Illustration of interferences among D2D groups.

FIGURE 4. Conflict graph among D2D groups and cellular users.

of a cellular user, which means the D2D group reuses the
cellular channel. However, any two vertices with a conflict
edge cannot share the same channel (color label) to avoid
interference in between.
Given that the data transmission for D2D group i lasts for

duration τi, the D2D group will occupy the allocated channel
for time τi. Here, transmission duration τi depends on the size
of the requested video and the transmission rate over the D2D
channel. The transmission rate is estimated according to the
the maximum distance λ allowed between a cache device and
the matched request devices. For one thing, we are mainly
concerned with maximizing the number of offloaded requests
instead of the sum rate of D2D communication devices. For
another, it is challenging for a resource-limited user device
to collect fine-grained channel conditions with the intended
receivers. To minimize the total channel occupation time
taken by all D2D groups, we formulate the D2D channel
allocation problem as follows:

(P2) min
x,z
.
∑

k∈W
zk (5a)

s.t.
∑

k∈W
xki = 1, ∀i ∈ Nt (5b)

xki + ζijxkj ≤ 1, ∀k ∈W, ∀i, j ∈ Nt (5c)
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xki ≤ 1− ρki, ∀k ∈W, ∀i ∈ Nt (5d)

xkiτi ≤ zk, ∀k ∈W, ∀i ∈ Nt (5e)

xki ∈ {0, 1}, ∀k ∈W, ∀i ∈ Nt (5f)

zk ≥ 0, ∀k ∈W . (5g)

Here, decision variable xki indicates whether the channel of
cellular user k is allocated to D2D group i. Hence, con-
straint (5b) requires that each D2D group be allocated one
cellular channel. To avoid interference among D2D groups,
constraint (5c) ensures that xki and xkj for D2D groups i and j
with a conflict edge (i.e., ζij = 1) cannot be set to one at the
same time. To distinguish co-channel interference with cellu-
lar users, we use ρki to represent the conflict between cellular
user k and D2D group i. Then, constraint (5d) means xki must
be zero when there exists interference conflict between cel-
lular user k and D2D group i (i.e., ρki = 1), which limits
valid cellular channel candidates.
Last, (5e) defines another decision variable, zk, which is

the maximum transmission duration of all D2D groups that
are allocated to reuse channel k. In other words, if channel
k is allocated to multiple D2D groups, we should consider
the longest time that channel k is occupied by any of these
D2D groups, i.e., the makespan of the channel occupation
time:

zk = max
{
xk1τ1, . . . , xkiτi, . . . , xkγ τγ

}
. (6)

Clearly, (6) can be represented by inequality constraint (5e).
Therefore, objective function (5a) aims to minimize the total
time span that the reused cellular channels are occupied. This
design goal is different from that of many existing studies,
which often focus on the total sum rates of D2D and cellular
users [4], [5], [17]. Here, we consider makespan similar to
virtualized resource allocation in cloud computing. That is,
we view the cellular channels like shared computing power
in the cloud. In cloud computing, service charge is usually by
hours of usage. In our case, since the co-channel interference
has been limited by avoiding the conflict edges to meet an
acceptable QoS requirement, we are more concerned with
how long the channel resources are occupied and thus cannot
be used for other purposes. As seen, this is more aligned
with the trend of network virtualization.
It is worth noting here that the D2D channel allocation

problem in (5) is based on the worst-case estimate on the
content transmission time. Thus, the problem can be decou-
pled from scheduling, which determines how the content
is forwarded to multiple users sequentially. For one thing,
this can reduce the problem complexity. For another, once a
channel is allocated to a D2D group, existing D2D schedul-
ing algorithms can be easily incorporated to further reduce
the transmission time. In the literature, there have been many
effective approaches on D2D scheduling such as [26], [27].

C. PROBLEM ANALYSIS AND HARDNESS RESULTS
In Sections IV-A and IV-B, we formulate two ILP prob-
lems for request offloading. In this section, we analyze their
computational hardness and prove both are NP-hard.

Theorem 1: The device caching and matching problem
in (3) is NP-hard [28].
In [28], we have proved that problem (3) is NP-hard,

by reducing the well-known NP-hard maximum coverage
problem (MCP) to a special instance of problem (3).
Theorem 2: The D2D channel allocation problem in (5)

is NP-hard.
Proof: To prove problem (5) is NP-hard, we reduce the

NP-hard vertex coloring problem (VCP) to a special case
of (5). The VCP aims to use the minimum number of colors
to mark a graph’s vertices such that no two adjacent ver-
tices are of the same color. Mathematically, the VCP can be
formulated as

(VCP) min
x,y

.
∑

k∈W
yk (7a)

s.t.
∑

k∈W
xki = 1, ∀i ∈ V (7b)

xki + ζijxkj ≤ 1, ∀k ∈W, ∀i, j ∈ V (7c)

xki ∈ {0, 1}, ∀k ∈W, ∀i ∈ V (7d)

yk ∈ {0, 1}, ∀k ∈W . (7e)

Here, decision variable yk indicates whether color k ∈ W
is used, variable xki indicates whether color k marks vertex
i ∈ V , and parameter ζij represents whether vertices i and j
are adjacent in the graph.
Comparing problem (7) with the VCP in (5), we can

map vertex set V in (7) to D2D group set Nt in (5), and
decision variable yk in (7) to zk in (5). Then, it is easily
seen that (5a) and (5b) are equivalent to (7a) and (7b),
respectively. In addition, considering the special case with
τi = 1,∀i, we have constraints (5c) and (5e) merged to
one constraint in (7c). Moreover, assume that all cellular
users are so far away from D2D groups that no interference
occurs between cellular users and D2D users. In other words,
all cellular channels in W are valid, so constraint (5d) is
naturally satisfied.
As such, we construct an instance of D2D channel alloca-

tion problem (5) that is equivalent to the VCP in (7). Since
the VCP is known to be NP-hard, problem (5) at least has
the same complexity as the VCP and thus is also NP-hard.

V. PROPOSED SOLUTIONS
In this section, we propose efficient algorithms for the
two NP-hard problems formulated in Section IV, and an
upper-bound solution to problem (3) based on Lagrangian
relaxation.

A. UPPER-BOUND SOLUTION TO DEVICE CACHING AND
MATCHING
As given in Section IV-C, the device caching and matching
problem is NP-hard. Although some small-scale instances
can be solved according to the ILP formulation by ILP
solvers such as [29], it is computationally infeasible when
a large number of user devices are associated with each
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edge server. Here, for comparison purpose, we first derive
an upper bound by Lagrangian relaxation, and use it as a
benchmark when an optimal solution is intractable.
Relaxing the difficult constraints (3f), (3g), and (3h) of

problem (3), we obtain the Lagrangian dual as follows:

(D) min
μ,ν,η

. C∗(μ, ν, η) � max
x,z

.
∑

i∈N

∑

j∈N
xij

+
∑

i∈N
μi

⎛

⎝
∑

j∈N
xij − 1+M · (1− zi)

⎞

⎠

+
∑

i∈N
νi

⎛

⎝M · zi −
∑

j∈N
xij

⎞

⎠

+
∑

j∈N
ηj

(

1− zj −
∑

i∈N
xij

)

s.t.
∑

i∈N
xij ≤ 1, ∀j ∈ N

∑

j∈N
xij ≤ βi, ∀i ∈ N

∑

i∈N
zi ≤ γ

xij ≤ lij, ∀i, j ∈ N
xij ∈ {0, 1}, ∀i, j ∈ N (8)

where the Lagrange multipliers are μ = {μ1, . . . , μ|N |} ≥ 0,
ν = {ν1, . . . , ν|N |} ≥ 0, and η = {η1, . . . , η|N |} ≥ 0.
The Lagrangian subproblem C∗(μ, ν, η) can be decom-

posed into two independent subproblems:

(S1) max
x
.
∑

i∈N

∑

j∈N
xij
(
1+ μi − νi − ηj

)
(9)

s.t.
∑

i∈N
xij ≤ 1, ∀j ∈ N

∑

j∈N
xij ≤ βi, ∀i ∈ N

xij ≤ lij, ∀i, j ∈ N
xij ∈ {0, 1}, ∀i, j ∈ N

(S2) max
z
.
∑

i∈N
zi(M · νi −M · μi − ηi) (10)

s.t.
∑

i∈N
zi ≤ γ

zi ∈ {0, 1}, ∀i ∈ N .

Here, subproblem S1 can be viewed as an instance of the
well-known transportation problem [30]. Specifically, the
unit gain over each edge of the bipartite graph in Fig. 2
is defined by weight (1 + μi − νi − ηj), the demand of
each left node i is limited by βi, and the capacity of each
right node is just one. As an instance of the transportation
problem, S1 can be solved in polynomial time by ILP solvers.
On the other hand, subproblem S2 can be easily solved by

ranking |N | weights, (M · νi − M · μi − ηi), in a descend-
ing order and setting zi to one only if the corresponding
weight is positive, until there are no more positive weights
or γ of the |N | variables of zi have been set to one. After
solving S1 and S2, we have the optimal solution, denoted
by x∗ and z∗, to Lagrangian subproblem C∗(μ, ν, η) with
given Lagrange multipliers μ, ν, and η. The optimal value is
given by

C∗(μ, ν, η) =
∑

i∈N

∑

j∈N
x∗ij
(
1+ μi − νi − ηj

)

+
∑

i∈N
z∗i (M · νi −M · μi − ηi)

+
∑

i∈N
((M − 1) · μi + ηi). (11)

Next, in order to solve the Lagrangian dual in (8), we need
to search for the best Lagrange multipliers that minimize the
objective value C∗(μ, ν, η). As such, we can obtain the tight-
est upper bound to the optimal value of primal problem P1
before Lagrangian relaxation. Algorithm 1 shows the details
of solving the Lagrangian dual with the subgradient method.
Here, the values of all Lagrangian multipliers are first
initialized. Then, Lagrangian subproblem C∗(μ(t), ν(t), η(t))
is solved with current Lagrangian multipliers in each
iteration t. Accordingly, the Lagrangian multipliers are
updated to

μ
(t+1)
i = max

⎧
⎨

⎩
0, μ(t)i − α(t)

⎛

⎝
∑

j∈N
x∗ij − 1+M · (1− z∗i

)
⎞

⎠

⎫
⎬

⎭

ν
(t+1)
i = max

⎧
⎨

⎩
0, ν(t)i − α(t)

⎛

⎝M · z∗i −
∑

j∈N
x∗ij

⎞

⎠

⎫
⎬

⎭

η
(t+1)
j = max

{

0, η(t)j − α(t)
(

1− z∗j −
∑

i∈N
x∗ij

)}

where α(t) is the step size for iteration t, given by
α(t) = 1

2t . The iteration is terminated when the gap between
C∗(μ(t), ν(t), η(t)) and C∗(μ(t−1), ν(t−1), η(t−1)) is not more
than an accuracy threshold ε. The solution with the mini-
mum objective value for the Lagrangian dual provides an
upper bound for problem (3).
Here, we do not intend to use Algorithm 1 for practical

application, but only consider it to obtain an upper bound
for performance comparison. When the optimal solution is
not available for large-scale instances, the upper-bound solu-
tion can be used as a benchmark. Generally, the subgradient
method is guaranteed to converge even for non-differentiable
objective function [31]. However, the convergence rate varies
with the updating of step size α(t) (Line 14) and the accu-
racy threshold ε (Line 11). To control the running time,
we can limit the maximum number of iterations for the
while-loop in Lines 5-15 by T . Inside the while-loop, all
lines except Line 6 take a constant running time. Line 6
needs to obtain the optimal solutions to subproblems S1
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Algorithm 1: An Upper Bound for Device Caching and
Matching With Lagrangian Relaxation
Input: Device set N , social graph Gs = (N , Es),

request set R, {βi : ∀i ∈ N }, λ, γ , ε, T
Output: Solution x̃ = {x̃ij : ∀i, j ∈ N }, objective ψ̃

1 Initialize
{
lij : ∀i, j ∈ N } with Gs, R, and λ;

2 C∗ ← +∞;
3 t← 0, α(t)← 1;
4 μ(t)← {0, . . . , 0}, ν(t) ← {0, . . . , 0}, η(t)← {0, . . . , 0};
5 while t < T do
6 Obtain optimal solutions x∗ and z∗ to S1 and S2;
7 Compute objective value C∗(μ(t), ν(t), η(t));
8 if C∗(μ(t), ν(t), η(t)) < C∗ then
9 C∗ ← C∗(μ(t), ν(t), η(t));
10 x̃ij← x∗ij,∀i, j ∈ N ;

11 if |C∗(μ(t), ν(t), η(t))
−C∗(μ(t−1), ν(t−1), η(t−1))| ≤ ε then

12 break;

13 Update Lagrange multipliers μ(t+1), ν(t+1), and
η(t+1) according to the subgradient method;

14 Update step size: α(t+1)← 1
2(t+1) ;

15 t← t + 1;

16 Compute objective value to primal problem P1:
ψ̃ ←∑

i∈N
∑

j∈N x̃ij;
17 Return x̃, ψ̃ ;

and S2. The time complexity for solving S1 depends on
the algorithm used to solve the underlying transportation
problem. For example, if the algorithm in [30] is used, it
takes time O(|N | log(|N |) · (|L| + |N | log(|N |))) to solve
problem S1. Solving problem S2 is essentially sorting |N |
weights and selecting at most γ positive weights. The cor-
responding time complexity is O(|N | log(|N |)). Therefore,
Line 6 takes a total computing time of O(|N | log(|N |) ·
(|L| + |N | log(|N |))). Thus, the overall time complexity of
Algorithm 1 is O(T · |N | log(|N |) · (|L| + |N | log(|N |))).

B. PROPOSED ALGORITHM FOR DEVICE CACHING AND
MATCHING
In Section V-A, since we relax the constraints that limit the
relationships between x and z, the upper bound obtained by
Lagrangian relaxation may not be feasible with respect to pri-
mal problem (3). Considering that (3) is NP-hard, we cannot
obtain a feasible optimal solution in polynomial time. Hence,
we propose Algorithm 2 to find an approximate solution.
The goal of problem (3) is to maximize the request cover-

age through source selection and device matching. In other
words, we need to select at most γ sources among all devices
and match them with other intended receivers so that we can
maximize the total number of video requests that can be ful-
filled by device caching. As seen in Algorithm 2, we rank
all devices based on a heuristic metric hi, which depends

on the resource budget βi of an individual device i, and the
number of potential receivers (denoted by set Si) that each
device i can serve. Specifically, Si = {j : lij = 1,∀j ∈ N }.
Accordingly, we define metric hi of device i as

hi = min{βi, |Si|}, ∀i ∈ N . (13)

Here, by choosing the minimum value between βi and |Si|,
we obtain the maximum number of requests that device i
can serve if it is selected for video caching. Even if device
i has a large value of |Si|, it may not be able to share con-
tents with other devices because of very limited transmission
power (i.e., βi = 0). Similarly, device i cannot fulfill any
request if βi is large but Si = ∅. Therefore, we consider both
the individual resource budget and the number of available
candidates.
In Algorithm 2, we divide the solution into two main deci-

sion steps, i.e., caching source selection and device matching.
First, in Lines 6-15, we select the sources according to their
coverage capability (i.e., the heuristic metric). Since our goal
is to select sources to fulfill as many requests as possi-
ble through device content sharing, we prefer to choose the
devices that contribute more to request offloading. Hence, the
device with the maximum heuristic metric is first selected as
a source. In contrast, when choosing the receivers, we tend
to prioritize the receivers with the fewest options, i.e., to
match a source with the receiver that has the lowest capabil-
ity of content caching and transmitting (Lines 10-13). In each
round, a new source is selected while at most hi receivers
are tentatively matched to selected source i. It is worth not-
ing that both sources and receivers are chosen from ranked
candidate set N, and a device should be removed from N if
it has been selected as a source or a receiver. The heuris-
tic metrics of the remaining devices in N are dynamically
updated after each iteration.
Second, in Lines 16-21, the selected sources are matched

to the potential receivers in an optimal manner. Though the
procedure in Lines 6-15 tentatively assigns certain receivers
to the selected sources, this matching may not be optimal due
to the iterative procedure. Once the sources are determined,
we can further obtain the optimal matching by formulat-
ing a transportation problem. Here, we modify the original
bipartite graph in Fig. 2 by keeping only the edges incident
on the selected sources on the left with zi = 1, and also
removing the edges incident on the right nodes correspond-
ing to the selected sources. As such, we can ensure that the
resulting matching can only be from a source device to a
non-source receiver. Based on the modified bipartite graph,
the transportation problem aims to maximize the number of
covered requests (i.e.,

∑
i∈N

∑
j∈N xij) subject to the con-

straints of subproblem S1 in (9). Then, the optimal matching
with the sources can be obtained by solving the transportation
problem optimally.
Next, we analyze the time complexity of Algorithm 2.

Obviously, the intialization steps in Lines 1-5 take less
computation time than the subsequent two main proce-
dures in Lines 6-21. The first procedure for source selection
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Algorithm 2: Device Caching and Matching Algorithm
Input: Device set N , social graph Gs = (N , Es),

request set R, {βi : ∀i ∈ N }, λ, γ
Output: Solution x∗ =

{
x∗ij : ∀i, j ∈ N

}
, objective ψ∗

1 Initialize
{
lij : i, j ∈ N } with Gs, R, and λ;

2 Initialize xij← 0, zi← 0,∀i, j ∈ N ;
3 Initialize potential receiver sets S = {Si : ∀i ∈ N };
4 Calculate heuristic metric hi for each device i ∈ N ;
5 Rank devices in N in descending order of hi and
include those with |Si| ≥ 1 to set N;

6 begin Select sources for local device caching
7 while

∑
i∈N zi < γ or N 
= ∅ do

8 Select top ranked device i in N as source:
zi← 1;

9 Remove device i from N;
10 while

∑
j∈N xij < βi or Si 
= ∅ do

11 Select device j with min. heuristic metric
from potential receiver set Si as receiver:
xij← 1;
// Device j cannot be a source
any more

12 Remove device j from N;
13 Remove device j from all sets in S;
14 Remove Si from S;
15 Update metric hi for each device i ∈ N and

re-rank N accordingly;

16 begin Optimize device matching with selected sources
// Modify bipartite graph based on
selected sources

17 Set li′j← 0,∀i′, i, j ∈ N , i′ 
= i and zi = 1;
18 Set lij← 0,∀i, j ∈ N , and zj = 1;
19 Formulate a transportation problem with the

modified bipartite graph, where the objective
function is max .

∑
i∈N

∑
j∈N xij s.t. constraints in

S1;
20 Solve the transportation problem to find the optimal

matching solution {x∗ij : ∀i, j ∈ N };
21 Compute objective value to primal problem P1:

ψ∗ ←∑
i∈N

∑
j∈N x∗ij;

22 Return x∗, ψ∗;

contains two nested loops and an inline re-ranking opera-
tion in Line 15. Thus, this procedure takes time O(|N | ·
(|N | + |N | log(|N |)) = O(|N |2 log(|N |)). The second
procedure for optimizing device matching involves solv-
ing a transportation problem, which takes a polynomial
time that depends on the specific algorithm. For exam-
ple, the algorithm in [30] for the transportation problem
runs in time O(|N | log(|N |) · (|L| + |N | log(|N |))). Since
the time complexity of the second procedure is domi-
nant, it is also the overall worst-case time complexity of
Algorithm 2.

Algorithm 3: D2D Channel Allocation Algorithm
Input: Set of D2D groups Nt, set of cellular users W ,

λ, transmission durations {τi : ∀i ∈ Nt}
Output: Solution x∗ = {x∗ki : ∀k ∈W,∀i ∈ Nt

}
,

objective value ξ∗
1 Initialize conflict graph Gc among D2D groups and
cellular users, configure

{
ζij : ∀i, j ∈ Nt

}
and

{ρki : ∀k ∈W,∀i ∈ Nt};
2 Rank sources in Nt to set Nt in descending order of
{τi : ∀i ∈ Nt} if τi 
= τj and ascending order of vertex
degrees in Gd with only D2D groups if τi = τj;

3 Rank cellular users in W to set W in ascending order
of vertex degrees in Gc;

4 Initialize set of fulfilled sources F ← ∅;
5 begin Allocate channels for sources
6 while Nt 
= ∅ do
7 Select top-ranked source i in Nt;
8 Assign top-ranked cellular channel k ∈W

without interference with i to i: x∗ki← 1;
9 Remove source i from Nt: Nt← Nt \ {i};
10 Add i to F : F ← F ∪ {i};
11 Remove i from Nt: Nt← Nt \ {i};
12 for all unfulfilled sources in Nt do
13 Select next ranked source j in Nt;
14 if device j has no interference with cellular

user k and all sources in F then
15 Assign channel k to source j: x∗kj← 1;
16 Remove j from Nt: Nt← Nt \ {j};
17 Add j to F : F ← F ∪ {j};
18 Calculate: z∗k ← max{x∗ki · τi,∀i ∈ F};
19 Remove cellular channel k from W and re-rank

it: W←W \ {k};
20 Calculate objective value: ξ∗ ←∑

k∈W z∗k ;
21 Return x∗, ξ∗;

C. PROPOSED ALGORITHM FOR D2D CHANNEL
ALLOCATION
As proved in Section IV-C, the D2D channel allocation
problem in (5) can be viewed as a generalized VCP and
thus is NP-hard. Since there does not exist a polynomial-
time algorithm to find the optimal solution, we propose
Algorithm 3 to obtain a feasible and efficient solution. In
problem (5), since we aim to minimize the total channel
occupation time, a source with a long service duration can
be prioritized to select a channel. Otherwise, if a source
with a really long data transmission time is assigned a
channel very late, it is likely that there would be fewer
channel options and the total time span may be prolonged
significantly. Furthermore, the channel of the cellular user
who has the lowest vertex degree in the conflict graph is
preferred because it has the minimal probability of interfering
with sources. Therefore, at the beginning of Algorithm 3 in
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Lines 2-3, we rank all sources in the descending order of
their required data transmission time, and rank all cellular
users in the ascending order of their vertex degrees in the
conflict graph.
After that, the channel allocation procedure is divided into

two nested loops in Lines 5-19. First, we consider the source
that has not been assigned to any cellular channel and has
the maximum required transmission time. Then, we iterate
the ranked set of cellular users, find the first cellular user
without interference with the source, and assign its channel
to the source. This source is then removed from ranked set
Nt, but recorded in another temporary set F , which maintains
the sources that have been assigned cellular channels.
Since we have started to reuse a new cellular channel

for a source device, it would be efficient to assign more
remaining sources to share the same channel if possible. In
Lines 12-17, we iterate the remaining sources in set Nt. As
long as an unfulfilled source has no interference with the
currently selected cellular user and the sources already in
fulfilled set F , the unfulfilled source is also assigned to share
this cellular channel. Meanwhile, the newly assigned source
is added into F and removed from Nt. As seen, through the
two steps in each iteration, we attempt to make most use
of a selected cellular channel and accommodate as many
D2D receivers as possible with it. After that, this cellular
channel is removed from the candidate set W. This channel
allocation procedure repeats until all sources are fulfilled
and set Nt is cleared.

Next, we analyze the time complexity of Algorithm 3,
which contains the initialization steps in Lines 1-4 and a sub-
sequent channel allocation procedure in Lines 5-19. Noting
that |Nt| ≤ γ , we have the running time of the initial steps as
O(γ log γ+|W|·log(|W|)). Since there are often much more
cellular users than the allowed D2D users, i.e., |W| � γ ,
the time complexity of the initial steps is O(|W| · log(|W|)).
Next, we consider the two nested loops for the main chan-
nel allocation procedure. As the outer while-loop contains a
ranking update in Line 19, this procedure has a time com-
plexity O(γ · (|W| · log(|W|)+ γ )) = O(γ · |W| · log(|W|)).
Clearly, this procedure dominates the total running time of
Algorithm 3, so its overall worst-case time complexity is
O(γ · |W| · log(|W|)).
VI. SIMULATION RESULTS AND DISCUSSIONS
This section evaluates the performance of the proposed
algorithms under various problem scales and system
settings.

A. SIMULATION SETTINGS
We develop a simulator in Java to evaluate the performance
of the proposed algorithms for request offloading. Consider
the content distribution scenario depicted in Fig. 1. A num-
ber of devices are randomly distributed within the circular
area covered by a BS. The social relationships among the
devices are simulated by the Erdos-Renyi model [32]. The
videos requested by the devices follow the popularity model

TABLE 1. Simulation parameters.

with a Zipf distribution [9], [20]–[22]. The content size is
modelled by a heavy-tailed Weibull distribution, which has
been suggested in previous analyses and measurements from
YouTube videos [33], [34]. For simplicity, we fix the maxi-
mum D2D transmit power and the number of resource blocks
for each D2D channel. Then, we estimate the D2D transmis-
sion rate by the Shannon limit considering the worst case
with the maximum allowed collaboration distance λ. For
each channel allocated to a D2D group, the channel occupa-
tion time depends on the video size, the D2D transmission
rate, and the group size. As the same channel can be allo-
cated to multiple conflict-free D2D groups to improve reuse
efficiency, the overall occupation time of the channel is the
maximum transmission duration of the corresponding D2D
groups. In the following simulations, the BS or the edge
server can conduct the device matching and channel alloca-
tion periodically. In each simulation round, the BS collects
new information of devices and video requests, and then runs
the algorithms for device matching and channel allocation
accordingly. Table 1 gives the default parameters used in the
following simulations.
For Algorithm 2, we compare it with the optimal solu-

tion in small-scale cases. Although the device caching and
matching problem is shown to be NP-hard, we can still
obtain the optimal solution with some ILP solvers when the
problem size is relatively small. When the optimal solution
is intractable in large-scale cases, we consider the upper
bound obtained by Lagrangian relaxation in Section V-A.
As the upper-bound solution is not always feasible since
certain constraints are relaxed, we mainly include it as a
benchmark in the absence of the optimal solution. Similarly,
Algorithm 3 is also compared with the optimal solution in
small-scale cases.
In addition, we consider some reference schemes inspired

by the related works such as [9], [17], [19], [20].
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In [17], [20], some greedy schemes are used to pair D2D
transmitters and receivers. Extending these ideas from one-
to-one matching to one-to-many matching, we consider a
reference scheme for our device caching and matching
problem. It successively ranks user devices according to their
numbers of potential receivers, and selects the device that
covers the maximum number of uncovered requests as a
source until γ devices are selected. For each newly selected
source i, this scheme randomly assigns at most βi receivers
from the available set to fulfill their video requests. For
the D2D channel allocation problem, we consider another
reference scheme inspired by the idea in [9] based on the
maximum independent set (MIS) problem. Referring to the
conflict graph in Fig. 4, this scheme iteratively chooses an
uncolored vertex according to an ascending order of the
vertex degrees and constructs a maximal independent set
that shares at least one available cellular channel. Once a
new independent set is formed, a common cellular channel
is assigned to this set and the scheme continues to find the
next independent set. This procedure continues until all D2D
vertices are colored or there is no more available channel.

B. PERFORMANCE OF DEVICE CACHING AND
MATCHING SCHEMES
We first consider a small-scale scenario, where 30 user
devices are randomly located around the BS in a cell area of
radius 200m. The collaboration distance between two devices
is set to 60m, and the maximum number of user requests that
each device can serve is set between 0 and 5 (i.e., βi ∈ [0, 5],
∀i). The total number of selected sources is set to 10, which
means that at most 10 devices can be selected to cache
video contents. The social connections among the devices
are simulated by following the Erdos-Renyi model [32] with
connection probability 0.9. We run 50 rounds of experiments
and the simulation scenario is randomly updated for each
round.
Fig. 5(a) shows the total number of video requests that

can be fulfilled by device caching with different solutions
in this small-scale cases. As seen, the proposed Algorithm 2
performs better than the reference approach (labelled as
“Matching extended” in the figures). On the other hand,
compared with the optimal solution, the proposed algorithm
achieves the optimal result in 39 rounds totally, while its
objective values are only 1 or 2 fewer than those of the
optimal solution in the other rounds. Based on the above
results, we can see that our proposed solution performs fairly
close to the optimal solution in the small-scale cases.
We further consider a larger-scale network, where there

are 200 devices randomly located within a cell, and the
collaboration distance is the same as above. We set the
maximum number of sources to 30. As shown in Fig. 5(b),
the gap between the proposed Algorithm 2 and the ref-
erence approach becomes much larger in each round. On
average, 58.8% of video requests can be fulfilled through
device caching under the proposed scheme, while the refer-
ence approach only offloads 36.4% of the video requests to

FIGURE 5. Performance of device caching and matching schemes. (a) In a
small-scale network. (b) In a large-scale network.

D2D transmissions. Moreover, since the Lagrange relaxed
solution provides an upper bound for the intractable optimal
solution, we can see that the proposed scheme achieves at
least 63% of the performance of the optimal solution.
Fig. 6 shows more statistics of the results with different

device caching and matching schemes. As seen in Fig. 6(a),
the proposed Algorithm 2 has a similar median as the optimal
solution and spreads over a smaller range. In contrast, the
result of the reference approach covers a range of lower
bounds, which is more evident in Fig. 6(b) for the large-scale
scenario.
Furthermore, we show the computing time of different

device caching and matching schemes in Fig. 7. As seen,
the reference approach takes the lowest average running time
of less than one millisecond in the small-scale scenario and
around 4 milliseconds in the large-scale scenario. The aver-
age computing time of the proposed Algorithm 2 is around
11 milliseconds in the small-scale scenario and in the order
of hundreds of milliseconds in the large-scale scenario. Thus,
we know that both schemes are feasible for practical appli-
cation. On the other hand, the running time of the optimal
solution and Algorithm 1 to obtain the upper-bound solution
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FIGURE 6. Result statistics of device caching and matching schemes. (a) In a
small-scale network. (b) In a large-scale network.

is much higher. On average, the optimal solution takes around
0.03 seconds for each small-scale instance in Fig. 7(a), while
Algorithm 1 takes around 19.7 seconds to obtain an upper
bound for each large-scale instance in Fig. 7(b). As men-
tioned in Section V-A, we only consider the upper-bound
solution by Algorithm 1 as a benchmark for comparison,
and do not intend to apply it to real systems.

C. PERFORMANCE OF D2D CHANNEL ALLOCATION
SCHEMES
By device caching and matching, selective requests can be
offloaded from the BS and fulfilled by D2D communica-
tions. To effectively reuse cellular channels, we propose
Algorithm 3 for D2D channel allocation, which is com-
pared with the optimal solution and the reference algorithm
(labelled as “MIS based” in the figures). First, we consider
a small-scale network with 30 user devices and the same
settings as Fig. 5(a).
Fig. 8(a) shows the total channel occupation time with

different channel allocation schemes. As seen, the proposed
algorithm achieves the optimal values in all but one
simulation round, which indicates the high efficiency of the
proposed scheme in the small-scale network. In contrast, the

FIGURE 7. Computing time of device caching and matching schemes. (a) In a
small-scale network. (b) In a large-scale network.

reference scheme ends up with over 14.9% more total occu-
pation time. Fig. 8(b) further shows the number of channels
allocated for D2D transmissions in each round. We can see
that the three schemes use a similar number of channels for
D2D communications. However, as these schemes assign
different channels to the D2D transmitters, their channel
occupation time still varies even with the small-scale
setting.
Fig. 9(a) further shows the total channel occupation

time in the large-scale scenario with 200 devices as con-
sidered in Fig. 5(b). In comparison with the small-scale
cases, more significant improvement is observed with the
proposed algorithm over the reference scheme. Specifically,
the proposed scheme occupies the allocated channels for
approximately 31.4% less time than the reference scheme
on average. Fig. 9(b) further shows that the proposed
allocation scheme also reduces the cumulative channel occu-
pation time for D2D transmissions, which significantly saves
spectrum resources for other wireless services while meet-
ing the content distribution requirements. This means that
channel sharing for D2D content distribution can poten-
tially achieve higher benefits when there is a larger user
population.
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FIGURE 8. Performance of D2D channel allocation schemes in a small-scale
network. (a) Total occupation time. (b) Number of allocated channels.

D. IMPACT OF COLLABORATION DISTANCE
For the simulation of this section, we assume all param-
eters except for collaboration distance λ follow the same
setting as the large-scale scenario for Fig. 5(b). Fig. 10
illustrates how the performance varies with the collabora-
tion distance. We can see that, with a larger collaboration
distance, the gap between the proposed scheme and the ref-
erence scheme increases in general but with some minor
fluctuations. This is because, when we have a larger col-
laboration distance, the edge server has more different
options for cache device selection, i.e., as for which devices
should be chosen to cache video contents and deliver
them to other users. On the contrary, when there is a
smaller collaboration distance, each candidate device has
a lower capability of sharing contents with other devices,
since they can only transmit videos to others located in
the near vicinity. Hence, the results show little differ-
ence under short collaboration distances. In contrast, when
it is affordable to share contents between distant users,
the proposed algorithm can provide a more efficient strat-
egy for device caching selection. Moreover, it is observed
that the proposed scheme follows the trend of the relaxed

FIGURE 9. Performance of D2D channel allocation schemes in a large-scale
network. (a) Total channel occupation time of each round. (b) Cumulative of total
occupation time.

FIGURE 10. Performance variation with collaboration distance λ.

upper-bound solution, whereas the reference approach shows
more fluctuations. This is because the reference approach
involves some randomness, while the proposed scheme
is deterministic and thus more stable than the reference
approach.

590 VOLUME 1, 2020



FIGURE 11. Performance variation with maximum budget maxi βi .

E. IMPACT OF RESOURCE BUDGET OF INDIVIDUAL
DEVICE
In practice, uses devices are heterogeneous in terms of their
capability of sharing video contents with others due to vari-
ous concerns (e.g., battery life, private information security,
and device caching capacity). Hence, we take into account
the factor {βi,∀i} in order to represent the resource constraint
of each individual device for content caching and D2D for-
warding. Assume that the resource budgets of all devices
follow a uniform distribution within a range of [0, b], where
b is the maximum value of βi. In this experiment, we vary b
from 0 to 20, while keeping the other parameters the same as
the large-scale scenario for Fig. 5(b). As shown in Fig. 11,
the proposed algorithm covers more requests than the refer-
ence scheme in most cases. Especially when the devices do
not have rich resources for sharing, our proposed solution
can offload more traffic to the user plane. This is because it is
able to identify stronger devices to cache and video contents
with weaker ones. In contrast, when the device resources
become abundant, the difference becomes smaller since it is
easier to find an available source to cover a request.
Moreover, Fig. 11 shows that the number of covered

requests with the proposed scheme increases significantly
at the beginning, but the growth becomes flattened gradu-
ally after that. Similar to Fig. 10, we can observe that the
performance growth of the proposed algorithm is smoother
than that of the reference solution. On one hand, this is due to
the randomness in the reference scheme. On the other hand,
the available budget of each device is randomly generated
and thus not increasing deterministically even if the maxi-
mum budget is larger. Consequently, the available resources
are not guaranteed to satisfy more demands. Even with the
minor fluctuations, we can still observe the general trend
clearly.

F. IMPACT OF TRANSMITTER DENSITY
To show how transmitter density affects requests coverage,
Fig. 12 shows how the performance varies with the maximum
number of selected sources (i.e., γ ). Here, we also consider
the large-scale scenario for Fig. 11 but fix the maximum

FIGURE 12. Performance variation with D2D capacity limit γ .

resource budget of each device to 5. Compared with the
reference approach, the proposed scheme can cover over 41
more video requests on average while selecting the same
number of transmitters.

VII. CONCLUSION AND FUTURE WORK
In this paper, we investigated a request offloading problem
for collaborative content distribution, which takes advan-
tage of device caching and D2D forwarding to achieve high
efficiency. We addressed critical constraints from various
perspectives while maximizing request offloading to D2D
transmissions. To mitigate the complexity, we decomposed
the request offloading problem into two subproblems. The
first subproblem for device caching and matching selects
certain devices as sources to temporarily store the received
contents, and each source forms a group to fulfill the nearby
members’ content requests via D2D forwarding. Different
from previous works, we jointly considered constraints from
the network side, the service side, and the user side. The sec-
ond subproblem allocates reused cellular channels for these
D2D groups to provide their required resources while causing
minimum interferences. Instead of focusing on the traditional
design goals for D2D resource allocation, we targeted at the
makespan of channel occupation and viewed the problem
from the angle of virtualized resource sharing. As both sub-
problems are proved to be NP-hard, we developed effective
algorithms to find approximate solutions. We conducted sim-
ulations with a wide range of system settings to examine
their performance in different situations. The results show
that the proposed algorithms can approach the optimal solu-
tions in a small-scale network and significantly outperforms
the reference schemes in a large-scale network. In this work,
the proposed solution is network-controlled. In the future,
it would be interesting to explore distributed solutions, e.g.,
by using federated learning [35], [36].
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