Expose or Not? A Progressive Exposure Approach for Service Discovery in Pervasive
Computing Environments*

Feng Zhd Wei Zhu
'Dept. of Computer Science and Engr
Michigan State University
East Lansing, Michigan, USA
{zhufeng, zhuwei, mutka}@cse.msu.edu

Abstract

In pervasive computing environments, service
discovery facilitates users to access network sesvby
automating tedious manual configurations.  When
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which network services (services for short) become
ubiquitous and embedded within our personal belusi
homes, and offices. Every person may become acserv
provider and a user. Both the number of serviced a
service providers with which a user interacts drzzaly

network services becomes pervasive, the number ofincreases. As a consequence, two new challengesgem

service providers also increase dramatically. Besma

of security and privacy concerns, network serviaes
segmented by service providers. Existing service
discovery protocols, however, do not address how to
facilitate users to properly identify and autheatie with
existing service providers. Without prudence, gses
information may be exposed. Conversely, with pmade
both users and service providers prefer the othatyp

to expose sensitive information first. We identifst
even among legitimate users and service providers,
there are privacy concerns that may be expressed as
chicken-and-egg problem. In this paper, we propase
progressive approach to solve the problem. Useis a
service providers expose minimal sensitive inforomat

in turn and identify necessary exposure during the
process. Theoretical analysis, simulation, and
experiments show that our approach protects semsiti
information with little overhead.

1. Introduction

In traditional secure network service accessesea u
explicitly specifies a service’s network addressd an
supplies a credential (a user name and passwaoradmpai
certificate) to authenticate with a service provid@he
user hasa priori knowledge of the service, the service
provider, the credential, and the relation amorgnth
Imagine within pervasive computing environments, in
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First, as the number of services increases, maeftmits

to configure devices for potential communicationsd a
maintain availability of services become overwhelmi
Second, as the number of service providers incsease
memorizing the relation between services, service
providers, and credentials becomes burdensomevic8er
discovery as an essential element for service acard
sharing in pervasive computing has been widely @atece
[1]. Most existing service discovery protocols yide
elegant solutions such as soft state and leasetbase
mechanisms and just-in-time driver installatiomteet the
first challenge [2]. Instead of tedious manual
configuration, users designate services by namas an
attributes, and then protocols discover servicesl an
configure devices. Nevertheless, the second atgdles
not well addressed.

Current service discovery solutions may be roughly
classified into four approaches. First, insecueevise
discovery protocols allow anyone to discover ané us
anyone else’s services [3-6]. Second, approache&g m
apply traditional access control solutions to se@arvices
within each service provider [7-11]. Third, trubtservers
may manage authentication and authorization cdytral
[12]. Fourth, a protocol may discover existing vaes
providers at a moment, and the software that manage
user’'s credentials for associated service providers
automatically authenticates with the service prexsd13].
The first approach obviously sacrifices securityd an
privacy. With the second approach, a user has to
memorize services and their associated credentidis.
addition, since services and service providers rbhay
mobile and partial failures may happen to servicths,
user has to identify the existence of service pmlend



and/or the services. The third approach improves
usability such that a user may only need one cieden
for service discovery. Nevertheless, from a servic
provider’'s perspective, he has to expose servioes t
central servers and trust servers to manage service
securely. From a user’s perspective, he has tosexp
every service requests to central servers. Thethfou
approach seems to solve the second challenge #ince
properly identifies the legitimacy of users andvisy
providers. However, there are two privacy isshesh a

about who they are and what services are availdbters
and service providers in turn expose until theychea
certain confidence level to authenticate for senaccess.
If there is any mismatch about the service or user
information during the processes, the communication
stops. We target environments in which users discov
services within their vicinity via wired or wireles
networks.

Compared to the fourth approach, the progressive
approach not only properly identifies the legitimacf

user and a service provider expose their presenceusers and service providers, but also differertiate

information; a user exposes a service request lto al
recognized service providers. Both exposures nwy n
be necessary. For example, Bob and his colleagags
provide each other privileges to access MP3 players
electronic books, digital pictures, etc. When Bob
discovers services using the fourth approach, he
discovers existing service providers, and then he
authenticates and queries them for services. Memye

if the service is only offered by his office, it i®ot
necessary for Bob to tell colleagues his servicgiest.
Moreover, although the involved user and service
providers are all legitimate, Bob and his colleajue
presence information can be inferred. Thus, watifle
that even among legitimate users and service peovid
there are privacy concerns that do not exist iditinal
network service access.

Designing a service discovery protocol that pratect
sensitive information for both users and service
providers is challenging. From users’ point ofwjét is
prudent to authenticate and expose service reqaekts
to necessary service providers. However, idemifythe
necessary service providers requires knowledgehef t
current existing services and service providers thed
relations. Ideally, if service providers exposeeith
existence and service information first, users caonse
only necessary service providers to contact.
Nevertheless, from the service providers’ poinviefw,
it is not prudent to reply when a request is from a
illegitimate user or the requested service is ritared.
The act of hiding by not responding not only saves
computation power and energy, but also protects the
presence information of a service provider. ldedfl
users expose their credentials and service reqfiestts
a service provider can easily make a decision.
Therefore, both users and service providers prifatr
the other party exposes information first. The flion

which legitimate service provider that a user sti@xpose

his sensitive information and determines whethseraice
provider should expose its sensitive information &o
legitimate user. Our approach addresses these new
difficult problems:

Privacy: Communication in each round is based on
mutual matches. When mismatches are found,
communications stop and only partial information is
exposed, such that the other party receives urcerta
sensitive information.

Security: When a small amount of information is
exposed, the number of false positive matches lestwe
foreign parties increases. lllegitimate users ervise
providers may be involved in the communications.
However, our approach secures sensitive information
Therefore, illegitimate parties do not understard t
sensitive information.

Fairness. During the exposure process, neither users
nor service providers may acquire additional sermssit
information while exposing less than a very limited
amount of sensitive information.

Adaptive: Our approach is adaptive to support users
with different numbers of credentials and servicevglers
with  different numbers of services in different
environments. The approach requires little prsiogsand
storage space.

We prove the mathematical properties of our
progressive exposure approach. The exposure rimstef
probability is known in each step. Our experimesttew
that our approach is efficient. It introduces védirgited
overhead even on mobile devices such as PDAs. I¥de a
do simulations to test hypotheses in our model.

The rest of the paper is structured as follows.
Section 2, we discuss related work. Section 3gmtssour
progressive exposure approach. In Section 4, we
demonstrate our claims through analysis and

In

between a service provider and a user becomes theexperimentation. In Section 5, we outline our fatwork

chicken-and-egg problem.

In this paper, we propose a progressive approach to

solve the conflict between users and service pessid
Users expose partial information about who theyaaue
what services they are seeking. Then, if service
providers find matches (recognize the users aret tfie
requested services), they expose partial informatio

and conclude our contribution.
2. Related Work

A detailed comparison of service discovery protecol
may be found in [2], and thus we omit discussidn o
insecure service discovery approaches. We discuss
representative protocols for the other three appres



Applying traditional access control solutionn the , )
trusted discovery mode of Bluetooth Security [11], Message 1. User — Service provider
service information is only exposed to a devicet tha [1]o1]o]1]ofof1[1][ofo[1]o]o]0]
shares a common secret with the service. Theicolig Each bit represents a code word
appropriate for Bluetooth devices that have limited
resources. However, if the solution is widely used
pervasive computing environments, a user needs to

Message 2: User -4—— Service provider
Matched code word

maintain many credentials because for each device a ‘0|1 |0|0|0|0|0|0|1|0|0|0|0|0|0‘
different credential may be used. Moreover, idgimtj

the existence of a device is inevitable. UniveRhig Code word using another hash function
and Play (UPnP) Security provides many authoripatio

) . , o Figure 1. A user and a service provider exchange
methods including access control lists, authomzati code words in PrudentExposure.

servers, authorization certificates, and group nitéin

certificates [7]. Our approach complements UPnP  Similar to PrudentExposure, in this paper, a user

Security and provides a mechanism to properly and utilizes a program to manage all his credentiatst asers
automatically supply credentials and expose existen and service providers exchange code words. Tthes, t
information. discussion of the credential management programttaend

Trusted central servers. In Secure Service properties of code words will not be repeated is ffaper.
Discovery Service (SSDS) [12], servers are in a Unlike PrudentExposure, the progressive approaess as

hierarchical structure. A server at the leaf lesatrols different method to exchange code words and service
services at a place, while a server at a higheellev information. More important, it uses a strongetesion to
aggregates information on the lower level servéfsers protect sensitive information and avoid unnecessary
and services authenticate with servers for service exposure to legitimate parties. Instead of autbatihg
lookups and registration, respectively. SSDS is oh and querying all service providers that a user has
the first secure service discovery protocols arabipes credentials, a user only authenticates with service

many security features. Nevertheless, privacy eorec ~ Providers that have the service and excludes tke ak
may hinder users and service providers to expose Service providers during the process. Likewissgevice

information to the central servers. For exampleb’B provider uses both the user's and service’s legitynas
MP3 player refreshes its service registration ey criteria when exposing his information.  Figure 2
minutes, and thus Bob’s daily itinerary is knownthe illustrates the different design goals of Prudeptisure
servers. Unlike the trusted central server approae and the progressive approach from a service proside
assume each service provider manages his own gsrvic point of view. From a user’s point of view, thegiam is
and decides whether to expose sensitive information similar. PrudentExposure discovers legitimate siserd

Automated service provider discovery and credential service providers. The progressive approach dessoa
management. In our previous work, PrudentExposure smaller set: legitimate users and services or itegte
[13], users and service providers exchange one-time Service providers and services.
code words to discover each other's existence. By  CaseA:notuserand not service e : ok usst
encoding code words in a special form, a user sends RGoss, ok At LR P

network packet to include code words for all sesvic [
providers from who he acquires credentials. léevise User
provider finds a match on a code word, he repligh w

another one-time code word for the user to verify,

otherwise, the service provider keeps silent. The

procedure of exchanging code words is shown inreigu

1. More specifically, a code word is generatedrfra Case B: sarvice and not user 1
shared secret between a user and a service provider case C: user and not service Case 1: user
using a hash function. A code word is represented (a) (b)
one bit in an array and it is very high in probipithat Figure 2. Different design goals of

only legitimate parties can generate and verifydbde PrudentExposure and the progressive approach
word. Based on the matched code words, proper from a service provider's point of view. (a) The
service providers for authentication. Then, a user properly find Case D. (b) The design goal
queries service providers for services. In shortly PrudentExposure is to find Case 1.

legitimate parties gain access to sensitive infoiona



Other work also influences our approach.
Automated trust negotiation systems, such as [bd] a
[15], establish mutual trust between strangers lon t
Internet. Two parties in turn disclose part ofitlaecess
control polices and submit required credentialstil un
they reach mutual trust. For example, one party ma
require credit card information, while the othentpa
may require seeing a certificate from a Good Bussine
Bureau first. The systems cannot establish trustny
there is a conflict, such as the conflict that we taying
to solve.

a user nor a service provider can discern Caserg@ €ase
A and B when a mismatch happens.

Our progressive approach specifies how users and
service providers exposed their information. Wiestrate
how to protect sensitive information from illegitute
parties.  Moreover, since we also protect sensitive
information among legitimate parties via uncertgirdn
analysis of the exposure in terms of the probatigitgiven
and the probabilities are known for each messagden
communication. Because false positive matches drapp
when a discovery message turns out to be Case ér, 8,

Expressing knowledge of a secret in a sequence of we will analyze the expected waste of communicatan

messages in Port Knocking [16] inspires our wolk.
order to connect to a service on a server, a client
“knocks” on the server’s firewall in a special seqoe
based on a shared secret between them. The kgockin
sequence is a serial of connection messages &reatitf
closed ports on the firewall.  Another innovative
approach is authentication on untrustworthy public
Internet access points [17]. The authenticatiquires

those cases.

3.1. Expose Sensitive I nformation Only to
L egitimate Parties

During the discovery process, there are two pdrtee
sensitive information that we protect from illegitite
parties: a user or a service provider's identity amrvice
information. To protect identities, a user andeavige

a user to correctly recognize a sequence of pefrsona provider speak one-time code words. A code word is

photos in reasonable time. In our approach, aasgéra
service provider establish trust via a sequenaautiial
exposures.

3. A Progressive Exposure Approach

Our approach handles the four cases (in Figure 2
(a), which have different security and privacy
requirements. For Case A and B, a service prodder
identity and service information need to be pradct
because a user is not legitimate. For Case C gral D
user is legitimate. Whether exposing availablerises
and presence information to the user is based en th
legitimacy of the service request (the service juev
offers the service to the user). Similarly, fronuser’'s
perspective, the legitimacy of a service provided a
whether a legitimate service provider has the retpake
service need to be discerned. However, in the
beginning, neither a user nor a service providewkn
which case it will be. More importantly, we need t
solve the chicken-and-egg problem and protect the
sensitive information as we discussed in the
Introduction.

To solve the chicken-and-egg problem, a user and a

service provider expose only partial informatioav@ral
bits) in turn. During each round of message exghan
both the user and service provider verify the phrti
information. If there is a mismatch, the commutica
stops. If matches repeatedly occur at both sitles,
legitimacy of the user or the service provider dhd
service will reach a high probability and the
communication will stop. When a mismatch occurs,
only partial information is exposed and both partie
acquire sensitive information with uncertainty. ither

generated from a time variant parameter (TVP) and a
shared secret. Specifically, we use hash-basedages
authentication codes (HMAC) proposed in [18]:

h(Secret, XOR paddingl, h(Secret, XOR padding2,
Time Variant Parameter)), where h is MD5.

Unlike PrudentExposure in which a code word ista bi
the code word is a sequence of bits in multiple sagss,
i.e., only a partial of the hash result is exchahijeeach
message. The left side of Figure 3 illustrates the
generation of a code word. The nature of the HMAC
ensures that without knowing the shared secrets it
computationally difficult to find the hash resull9].
Thus, only a legitimate user or a legitimate searvic
provider can correctly generate and verify the coded.

[Time variant parameter| | Shared secret |

One-time
Codeword | HMACusingMD5 | [ HMAC using SHAT | secret
[1]0o] - Jo[1]o[1] .. Jo][0] [byte[byte[byte| ... [byte]byte]

o

o Forthe 1 message
For the 2™ message

For the K" message

’—‘ \
For the 1% message

For the 2" message
For the K™ message

Figure 3. Generating one-time code word to
identify existence information (left side); and
generating a one-time secret to protect service

information (right side).

Services are identified by their hash, and thusicer
names have the same length. To protect a usavgese
request and available services of a service provaene-
time secret is generated at both sides from theedha
secret as shown on the right side of the Figurén3each
message, a user and a service provider use a byte t



encrypt or decrypt a few bits of the service infation. At a service provider's side, more than one service

To be precise, encryption is hashes may match the first several bits of the esiga

cipher= servicell one-timesecret and service hash. Therefore, it is possible that thet it or
L . . . two bits may be more than one possibility. Forrepke,

decryption isservice= cipherL] one-time scret. the serviceyinformation is 0100p in a u)s/er’s rrezpijast

The encryption method is known as the Vernam cipher service provider has two services that start with®and

[19]. According to [19], if the bytes that we use the following bit is O for one service and 1 foethther.

encrypt service information is random, our encoding To inform the user that there are more than oneicger

method is computationally secure. We show oustebt  matches his requested service bit sequence, walerbe

the hypothesis in Section 4.1. possible combinations of the bits as shown in Tabléf a

3.2 The Protocol service provide_r rgplies with  more 'ghan one _poesibl

service, a user in his message should indicatehaltitcor
We start with a simplified case that a user intierac  two bits match together with the next bit or twisbi

with one service provider. The exposure process is

shown in Figure 4. First, a user generates one-tioue Table 1. The encoding scheme for service

words and secrets. Next, he sends a piece ofdtie ¢ information.

word and service request to a service provider galon

with a TVP. Then, the service provider generates t gemng'eb't ggdmg ggxub'ts ggg(;ng
code word and secret. If the service provider duss 1 o1 o1 0001
find a match on the code word, he keeps silent. Oand 1 10 10 0010
Otherwise, the service provider checks whetheretli®r 1 0011
a match for the service. If he does not find acmahe 00 and 01 0100
keeps silent. Unless he finds both matches, theécse 00 and 10 o101

. . 00and 11 0110
provider returns 1 or 2 bits of the code word anor P oland 10 o111
bits of available services. Similarly, if thereeanatches Oland 11 1000
for the code word and the service, the user semother 10and 11 1001
fraction of the code word and the requested sesvice 00, 01, and 10 1010
The process continues until either a mismatch imdo 88' %' 223 ﬂ ﬁéé
or legitimacy reaches a h|gh. probability. If a maiqh _ OL 10 and 1L 1101
is found, a message indicating that the commurmioati 00,01, 10, and 11| 1110
stops is sent to Fhe other. party. If high legitiyas e
found, the service provider instructs the user to parameter Service information
authenticate for service access. The numbers @f th N_umbjrofbi;s
initial bits and subsequent bits are describedeatin O amber of
3.3 and 3.4, respectively. bits in service

| information |
User 4 10010 ‘

Service provider 0100

Encrypted

Code 00111 service
words 1100 information Indicate the number
. of bits of a code
word (1 or 2 bits)
00110 Indicate the number of
1100 bits of service
information (1 or 2 bits)
a). Initial message from a user b). Following messages
g g g

Check service bits

[match]

Figure 5. Message formats.

[not match]

Without knowledge of the existing services and werv
providers, a user may specify all code words ardygted
service information in the first message. Figurga)

[continue verification]

(Authenticate llegitimacy high in pfobability] shows the message format. Since a code word and a
‘ service request occupies up to 3 bytes, a userimsiyde
Figure 4. The activity diagram of the discovery hundreds of pairs of code words and service inftionan
process between a user and a service provider. one network packet. Then, the message may beasemt

broadcast message or as a multicast message fimnumin
configuration overhead. The following message betwa



user and a service provider may be sent via TCPashi
to guarantee message delivery. Figure 5 (b)tifitess
the format for the following messages, three bis f
code word and five bits for service information.nlp
the last five bits are encrypted using a one-tiewred.

Figure 6 shows the protocol. After first roundjser
and a service provider send messages in the samatfo
as message 3 and 4 in Figure 6, respectively. \hen
discovery process ends, either message A or Bnistae
indicate the discovery results.

Since only several bits are exchanged in the
beginning, the code words for different servicevmers
may have the same last several bits, called codd wo
conflicts. The probability of a conflict is veryg, but
the expected numbers of the conflicts are smallcah
be proved that:

E(codewordconflicty = number ofode words

1 )numbenf codewordj % 2number ofbits
2numbe0f bits )

-0

When generating code words, if a user finds thé las
several bits of a code word is already used fograice
provider, he uses another TVP to generate codesword
again. In almost all cases, using two TVPs male th
code words unique.

Notation:

U is a user; S is a service provider.

KUS is a secrect shared between U and S.

KUSI is a secret that U anl § use to encrypt and
decrypt messages.

tx is a timestamp that X attaches.

Rx is a random number that X generates.

SRPB'is bits of the requested service information in
the ' message.

SAB’is bits of the available service information ie tf
J" message.

CB’sy; is bits of a code word shared between U and
the " S in the § message.

Ksur is a symmetric encryption key generated at U and
the " S. {}"V is a set of N elements.

Q is a message indicates the communication stops
A is a message instructs a user to authenticate.

No. | Sdr/Rvr Message
1 U-Ss: Ry, tu, {CB sui, (SRB) kusi}"
2 S-U: Ru, ty, CB'sy, CBsy,
(SAB?) kus
3 U-S: | Ry tu, CB’sy, (SRB) kus
4 S_.U: Ry, tu, CB'sy, (SABY) kus
A U-S: |[Ruty,Q
or S- U:
B S-U: Ry, tu, A

Figure 6. The protocol.

3.3. Predictable Exposure

We now examine matches of the code words quangfsti
during the discovery process. When verifying coaed
bits, a service provider finds either a match anismatch.
If a mismatch occurs, he knows the user is illegtie. If
a match happens, he does not know whether theisiser
legitimate or a false positive match occurs. Avieer
provider is interested in the probability that give match
is found in a message, what is the probability tHnmt

message comes from an illegitimate  user,
namely p(notuserjmatc . It depends on two
probabilities: the probability of false positive

matchesp(match| notuser), and the probability that a
message comes from a legitimate ugg(user) .
The first probability p(match| notuser), depends on

the design of our approach: the number of code svard
user has and the number of bits exposed so fasurAisg
that the hash results of the last several bitsofolthe
Integer distribution (all possible values are elyuliely),
the probability in the first message is:

1 )numberof codewords
2number0f bits

p(match|notusen) =1- (1-

Given a message is not from a legitimate user, aet\wo
control the false positive match and still presethe
uncertainty. Thus, we may set the limit to 25%. uger
may simply select the number of bits to expose fiiahle
2 based on the number of credentials that he hAs.
service provider examines the number of code wiordise
first message and the number of bits in a code word
learn the initial false positive rate. Afterwardbe false
positive rate will decrease by half for each messag

Table 2. Number of bits to expose in a code word
vs. the number of credentials a user has.

No. of bits |4 |5 6 7 8 9 10
Number of | <5 | <10 | <19 | <37 | <74 | <148 | <295
credentials

The second probabilityp(user) , is service provider
dependent. It might be related to the environnaeat the
mobility of a service provider. Based on history
information, a service provider learns the prohgbihat a
discovery message is from his users, that is

o(used = p(match — p(match| notuser)

1- p(match| notuser)

where p(match is the rate that the service provider finds
a match in the first message; ap@match|notuser in

the first message is approximately 25%. Beforeraice
provider accumulate enough history information, nhay
use a fixed strategy, for example, always exchamg® 5
message rounds.

From the preceding two probabilities, we have



p(match| notusen x (1- p(user))

p(notuser| match =
p(match| notusen(1- p(usen) + p(user)

We graph the relation between
p(notservicel match) and number of bits exchanged

after the first four bits for a service providerthwi320

Figure 7 shows that as the number of bits exchanged services in Figure 8. If a service provider haB (& 640)

increases, p(notuser|match) decreases quickly.
Moreover, a service provider with certap(user)
knows the probability ofp(notuser|match in each
round based on the number of bits exchanged.
Similarly, we calculatep(notservicg match .

(Note the match here means that a service profiinds
matches on the service information.) It dependthose
facts: the probability that the service provides hbe
service,p(servicg , the probability of false positive

matches, p(notservicg match , and the number of
services a service provider has. Since a user does
know how many services a service provider has at th
discovery moment, the user may by default send four
bits of the service informationp(not servicel match

may be calculated at the service provider’'s side ian
very similar to the calculation op(notuser| match .

In addition, a service provider learns ti§service

from history information.

p(user)

—0.001
0.002
—-0.004
—=0.008
0.016
—-0.032
—-0.064
——0.128
—0.256
0.512
0.75

T T T T T T T T T T T
O 4 N ™ & 1 © ~ ® O O o N M
a3 oH A

Number of bits exchanged after 1st message

Figure 7. p(notuser| match decreases as the

number of code word bits exposure increase
after the 1 * message.

0.; eSS eSNE W p(service)
_ NN N —-0.001
< 08
% 0.7 DN -=-0.002
E o6 0.004
g o S o00s
3 .
S oa \ - 0.016
$ o3 A AN T ooes
S o2 AN SN —0.128
= o1 \\\\Q,'gb:\‘\\\‘ 0.256
o — 0.512
OHN®OSTVwOr0egdNRT8S8E83 0.75
Number of bits exchanged after the 1st message

Figure 8. p(notservicelmatch decreases as

the number of service information bits
exchanged increases after the 1 * message. (A
service provider with 320 services.)

services, he needs to exchange one less (or mesage
to reach the same probability.

Therefore, in each round a service provider kndves t
probability of legitimacy of a user and a servieguest.
Moreover, a service provider may choose criticdues
for p(notuser|match andp(notservice match, for
example 5% for both probabilities. During a disegy
process, if the probabilities are less than thicativalues,
the service provider thinks that legitimacy is higiough
and therefore finishes the discovery process.

3.4. The Exposure Strategies

During a discovery process, a service provider chaés
need to calculate the probabilities to determinetivér the
legitimacy of a user and the user’s service reqressthes
a high probability. Instead he only needs to penftable
lookups. Because once the critical values aredéecithe
numbers of bits that are necessary to reach theatri
values are derived directly from the calculatiosutes as
we discussed in Section 3.3. Table 3 (a) listsnin@ber
of bits for differentp(user values, and Table 3 (b) lists

the number of bits for differenp(servicg values and
different number of services for critical valuess&b. For
example, if a service provider has 80 serviggsiser)is
0.016, and p(servicg is 0.032, then he needs to

exchange 10 bits of the code word and 12 bits pfice
information. When the number of registered
services, p(use) , or p(servicg changes, a service

provider performs a table lookup.

Table 3. Number of bits to exchange to reach a
critical value (less than 5%) for

p(notuser|match and p(notservicel match
in (a) and (b), respectively.

‘ P(user)

[ 0.001 [ 0.002 [ 0.004 [ 0.008 [ 0.016 [ 0.032 [ 0.064 [ 0.128 [ 0.256 [ 0.512 [ 0.75 |
[ No. of bits_| 14

[13 |12 (11 |10 |9 |8 |7 |5 |4 |2 |

@)

P(service) | 0.001 |0.002 | 0.004 | 0.008 | 0.016 |0.032 |0.064 |0.128 |0.256 | 0.512
Service
10
20
40
80
160
320
640
1280

2560

0.75

14
15
16
17
18
19
20
21
22

13
14
15
16
17
18
19
20
21

12 1
13
14
15
16
17
18
19
20

10 9 8 7 6
12 11 10 9 8 7
13 12 11 10 9 8
14 13 12 1
15 14 13 12
16 15 14 13
17
18
19
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The general exposure strategy is that a servicadqen
and a user exchange 1 or 2 bits of a code wordlLamd?2
bits of service information in one message, speallff
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the number of service information bits). Exposingr 2 3.5. False Positive M atch Over head
bits at a time is for the following three reasorfairst,
when mismatches occur, exchanging few bits exposes
minimal sensitive information.  Second, a service
provider may use different combinations to syncizen

The overhead of false positive matches can be
calculated from the probabilities that we discussed
Section 3.3. Consider the exposure process asrkoMa

chain illustrated in Figure 9. For each transiate (state
the conv-ergence for p(not_u.serlmatcr) “0” to “k”), if both t?we bits of a code word and(service
andp(not service match) to reach the critical values at  iytormation match, the process goes to the nexte.sta
the same time. Third, 2/2 is used to make the Otherwise, the process goes to the absorbing $Gubét .
convergence of the discovery process quicker when t  Given that a discovery message is not legitimdte (ser
two numbers of bits are large. The disadvantagief s illegitimate or the user is legitimate but thensce
progressive exposure process is that the number of provider does not have the service), the processlglyo

messages required to reach critical values mayige | to the “quit” state. Since there are false positimatches,
For example, 20 bits require at least 10 messagés t the process may go to the next state.

exchanged. However, our experiments show one
message only takes about 4 milliseconds on a PDA.

A service provider decides an exposure strategy for
each discovery session based on the two numbers of
bits. A user’s strategy is to expose the same urnb
bits of the code word and service information as a
service provider does. For example, if a service
provider needs to exchange 10 bits of a code wodd a
12 hits of service information with a user, he meg

the strategy 1/2, 1/1, 1/1, 1/1 and 1/1. Aftereréing @  Figure 9. Message exchange process expressed

message, the user knows how many bits to excharge i as a Markov chain.

reply message. Thus, the interaction between mamk ) ] o

a service provider is 1/2, 1/2, 1/1, 1/1, 1/1, W, 1/1, Suppose given a discovery message is illegitintage,

1/1, and 1/1. probability of the process goes to the next staig and
Up to now, the design is from the service provigler the probability of the process goes to tQmit” state ix.

perspective. From the user’s perspective, he mesy & We calculatep; from the following formula: _

service provider's strategy. If a service providsr P, = (p(match( notuser) x p(match( not service)

illegitimate, false positive matches occur andgberice - p(match not service) + ( p(not user) + p(not serviceg)

provider does not know the user’s identity and dots Moreover, based on the calculation of the meme

understand the user's service request. The servicespent in transient states, we calculate the prdibesithat

provider wastes energy and processing power if he the Markov chain makes a transition into stategfven it
exchanges messages more than necessary. |If aeservi starts from statéd” [20]:

provider is legitimate and provides the requested

X . S=(l - B)™ where S immatrix ofvalues ofs,
service, exchanging messages more than necessesy do '

not offer him any better payoff. Conversely, ifeth the time eriods instate j gven it stats in i.
service provider exchanges messages less than _ S ~ O, _ _ .
necessary, he does not have enough confidence that fo; = S where d,, =1 andd,; =0 when j# 0,

authentication (his identity exposure) is necessatiya T . i, . N

service provider is legitimate but he does not evhe and f, is the prd)fr"b'“ty n s.tate jglvgn itgarts in "0, )
requested service, he knows the user’s identity taad For example, if a service provider has 80 services,
service request more accurately by exchanging messa  p(user) is 0.016, andp(servicg is 0.032, and he

more than necessary. However, the service provider gelects the strategy 1/2, 1/2, 1/1, 1/1, 1/1, 11, 1/1, 1/1

also exposes his |dent’|ty more prgmsely. Moreoter and 1/1, f,. is shown in Table 4. Thus, the false
learn more about user’s sensitive information, beds 2

to claim that he has the service by correctly gngsthe positive match overhead decreases quickly.
next 1 or 2 bits of service information or claimatthe

has multiple services that match the initial segeeof Table 4. Probability in states given a discovery
the service hash bits. The behavior pattern can be message is not legitimate.

detected if the service provider does it many times

States

Jo

o

1 2 3 4 5 6 7
0.6143 | 0.2451 | 0.0347 | 0.0026 | 9.7¢-5 | 1.9e-6 | 1.79¢-8

o




4. System Evaluation hypothesis fon from 4 to 20. For the second hypothesis
] ) ] test, we generate 10,000 one-time secrets. Albléts of
In this section, we first show tests of hypotheses ne 20 bytes are tested. Only byte number 6 tautgo
upon which our approach is based. Then, we measurepe significant. Similarly, we generate 20 groupg®000

the performance of our protocol. secrets to test byte number 6 again and no p-vislue
4.1. Hash Results Follow the Integer significant in the tests. Therefore, we do nogécejhe null
Distribution hypothesis.

Throughout the discussion in Section 3, we assume 4.2. Experimental Results
that the last dozens of bits of hash results folline Users and service providers may access or provide
Integer distribution. For service information, \weay services via portable devices, which have limited

encode services to evenly distribute among the firs computing power and energy. Thus, we measure the
several bits. For code words, however, the good performance of our protocol on Compaq iPAQs. Each
security properties are important and should bainetl. PDA has an ARM SA1110 206 MHz processor, 64MB
On the other hand, the probability —of RAM, an expansion pack, and a D-Link DCF-650W
p(match|notuser) is based on the Integer wireless card. The wireless cards are set to @218 ad
distribution assumption. Moreover, hoc mode and 2Mbps. Our software is developed using

p(notuser/matc) and p(use) are based  Microsoft eMbedded Visual C++ 3.0 and running on

. Microsoft PocketPC 3.0.
on p(match|notusey . If the assumption does not The experimental results show that our protocol is

hold, the abovementioned probabilities are affected gfficient on the PDAs. Table 5 shows the measunésne
Therefore, exposures may not be predicted well. In f the major procedures. We repeated 100 expetamen
addition, we also assume that the last 5 bits ofi &yte and calculated the average time. When a user geser
in the one-time secrets follow the Integer disthidin. 100 code words, a sophisticated version that gessera
Otherwise, our encryption method for service ypique code words as we discussed in Section 186i.
information may not be computationally secure. §hu  The giscovery process between a user and a legitima
the null hypothesis of the first test is that thstldozens  ggryice provider who provides the service takesiah60

of bits in code words follow the Integer distrilartiand milliseconds. Therefore, within reasonable timeyser
the null hypothesis of the second test is thatlaise 5 can finish the discovery process.
bits of every byte in a one-time secret follow theeger
distribution. _ _ Table 5. Performance measurement of the

We use the chi-square goodness-of-fit test to protocol.
determine if the data can be adequately modelethdy
Integer distribution [21]. For the first hypothedest, Party Operation Time
there are 2possible outcomes (s the number of bits). User Generating 100 one-time code 55.64ms
For the second hypothesis test, there argdssible words and secrets, and sending
outcomes. To test the hypotheses, we randomly discovery messages
generate a secret that serves as the shared sédavet. User Waiting time from sending 6.62ms
bytes of a timestamp and 14 one-byte random numbers$ the first message to receiving
are used as a time variant parameter. Next, wehgse the first reply
mechanism that was discussed in Section 3.1 torgtene | Service | Generating the code word 2.96ms
a large number of one-time code words and secrets| provider | and secret, verifying all code
Then, we count the number of occurrence for each words and secrets
outcome. Last, we calculate the chi-square tesissts Service | Each message after the first 3.58ms
and select 5% as the significance level. provider | two messages, (from verifying

For the first hypothesis test, we generate 100,000 and user| the code word and service
code words for eachn, where n is from 4 to 13, information, sending the
25,600,000 code words for eathwheren is from 14 to message, to the other
16, and 409,600,000 code words for eaclwheren is party receives)

from 17 to 20. Only one tesh£18) is significant.

However, it may be given a false result. Becaugeng )

the significance level is 5%, it seems reasonatme 1 5. Conclusion and Future Work

out of 17 experiments is false. Then, we do 20 | his paper, we identified that during service
experiments to test asequals 18 and one of the 20 tests discovery in pervasive computing environments, ieBs

is significant. Therefore, we do not reject thellnu i ¢o-mation not only needs to be protected from
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