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#### Abstract

In our previous work, we proposed to use a vehicle network for data gathering, i.e. as an urban sensor. In this paper, we aim at understanding the theoretical limits of data gathering in a time slotted wireless network in terms of maximum service rate per node and end to end packet delivery ratio. The capacity of wireless networks has been widely studied and boundaries for that capacity expressed in Bachmann-Landau notation [1]. But these asymptotic limits do not clarify the numeric limits on data packets that can be carried by a wireless network. In this paper, we calculate the maximum data that each node can generate before saturating the network. The expected number of collision and its effect of the PDR\% and service rate are investigated. The results quantify the trade off between packet delivery rate and service rate. Finally, we verify our analytical results by simulating the same scenario.


## I. Introduction

Data collection is a major application of wireless sensor networks. Typically, each node in the network captures information about its environment through sensors and sends it towards the sink node, which has all resources and functionalities to store and/or process the data. All nodes are also relays, helping data from other nodes get to the sink. In this scenario, it is crucial to know the maximum amount of data that each node can produce without causing the network to overload.

In this paper, we provide initial numeric results on the limit of wireless data gathering along a chain with respect to the probability of collisions due to hidden nodes. The scenario for this calculation is many-to-one communication from all nodes in the chain to the sink. To the best of our knowledge, there are no previous results that enable the calculation of a numeric limit for the data generated by each node as a function of the network parameters. The lack of such a calculation motivates us to show the limitation of the network in a chain of nodes with some numerical results. In this study we focus on the maximum service rate at each node for achieving a certain packet delivery rate at the sink. For example for a chain of 15 nodes, for having guaranteed $90 \%$ packet delivery for each node at the sink, the service rate must be less than $25 \%$.

The rest of the paper is organized as follows. We summarize the previous calculation about the capacity of wireless sensor networks for different network models in the next

[^0]section. The network model which has been used for our calculation is illustrated in Section III. The main contribution for limitation of the data gathering is shown in sections IV and V. Section VI shows the results for two well-known performance metrics: packet delivery rate (PDR) and service rate. Results are discussed in section VII. In Section VIII, we verify our calculation by simulating the same scenario. Finally, we conclude the paper in Section IX.

## II. Related Work

Many studies have been done for data gathering capacity in wireless networks. Usually they introduce a boundary for the theoretical throughput. Firstly, Gupta and Kumar [2] study the capacity of wireless networks. They present $\Theta\left(\frac{W}{\sqrt{n \log n}}\right)$ as throughput per node in a network under a noninterference protocol, where $W$ is the channel bit-rate and $n$ is the total number of nodes in the network.

The capacity has also been calculated under different communication scenarios in random networks. The most interesting scenarios are:

- One-to-One communication where there is one sender and one receiver [3], [4], [5].
- Some-to-Some communication, where some nodes select their destinations randomly [6], [7], [8], [9], [10]
- Many-to-One communication, where all nodes are data sources and there is a sink [11], [12], [13], [14], [15]. This scenario is the scenario which is used for data gathering. [11] showed that the bottleneck is the data collector and the maximum data that can be collected is bounded by $\Theta\left(\frac{1}{N}\right)$ where $N$ is the total number of time slots which is needed for receiving a complete snapshot from the sensors. Duarte-Melo et al [12] showed that the maximum per node throughput in a many-to-one wireless network scenario is upper bounded by $\Theta\left(\frac{W}{n}\right) \cdot \frac{W}{n}$ is achieved when the sink is $100 \%$ busy shared by $n$ nodes. [13] Showed that the data collection capacity of a canonical network with fixed link distance is upper-bounded by $\frac{2 W}{3}$ and for variable link distance is upper-bounded by $\frac{3 W^{3}}{4}$.
In these studies, the boundary of the capacity is introduced by Bachmann-Landau notation [1], which does not measure important metrics like PDR\% or service rate for concrete networks with different parameters like number of nodes, packet size and channel bandwidth. Hence, we introduce a


Fig. 1. Network model
way that enables us to understand the overall performance of the network with respect to the concrete network parameters.

## III. Network Model

According to our previous study for an urban scenario [16], each source passes its packets through a chain of nodes to the sink. So we consider a network model deployed as a flat chain of $n$ nodes, which are all data sources. Also, there is one sink node, located at the end of chain, which we will consider to be at the right side without loss of generality. Each node is not only a source of data packets, but also a relay for the data coming from all its left side neighbors on its way towards the sink. The network model used for the calculations is illustrated in Figure 1.

Each node has at most two neighbors located at the end of its transmission range. Moreover, nodes forward all packets received from the left side and ignore all packets received from the right side (implied ranking). The channel transmission rate is $W$ [bps] and the packet transmission duration is $\tau$, and can be calculated as $\tau=L / W$, where $L$ is the packet size.

## IV. Maximum Service Rate without Collisions

In this section, we calculate the maximum service rate as the maximum amount of data that can be generated at each node. The actual generation rate should be less than the maximum achievable service rate to avoid overload. We make the simplifying assumption that nodes send their packets in a coordinated way from left to right, starting at the farthest node from the sink, and each node sends one packet of its own and forwards one packet from each node in its left, adding up to $i$ packets at node $i$. All nodes use the same amount of resources, time, for sending each data packet, $\tau$, so node $i$ needs $i \cdot \tau$ to transmit its packets. We also assume that each node requires a certain time to access the channel for each transmission, the channel access time $T_{C A}$, which is on average equal for all nodes.

Assuming a total available time of $T$, the first node on the left has $T-T_{C A}$ time for its transmission. But the second node cannot send during the transmission of the first and third nodes to avoid collisions, where the second node has $T$ $T_{C A}-2 \tau$ time to send its data packets, which include his own data packet and the data packet forwarded from node one. This calculation can be continued to the end of the chain. Although node $n$ is the last node in the chain, it is not the bottleneck because it must not wait for any transmission on its right side, since there is the sink. Hence, the bottleneck of this scenario is node $n-1$ because it is the last node that must avoid collision with neighbors on both sides.

The total waiting time for the bottleneck in this scenario is given by the sum of the transmission times of the neighbor
nodes, $n-2$ and $n$, with the average waiting time: $T_{C A}+$ $(n-2) \tau+n \tau$. To accommodate all transmissions from all nodes without collisions, the total available time $T$ should be at least equal to the waiting time plus the time needed for its own transmissions at the bottleneck:

$$
\begin{equation*}
T \geq T_{C A}+(n-2) \tau+n \tau+(n-1) \tau \tag{1}
\end{equation*}
$$

From here, we can calculate the maximum duration of a single packet, $\tau$, depending on the other network parameters as follows:

$$
\begin{equation*}
\tau \leq \frac{T-T_{C A}}{(3 n-3)}[\text { seconds }] \tag{2}
\end{equation*}
$$

And the maximum amount of data that can be generated by each node within each period $T$ without causing congestion is:

$$
\begin{equation*}
L \leq \frac{\left(T-T_{C A}\right) W}{(3 n-3)}[b i t s] \tag{3}
\end{equation*}
$$

We also calculate the best-case resource usage efficiency, $\rho$, which can only be obtained through perfect scheduling, by dividing the maximum amount of data that can transmitted by all nodes per unit time by the available channel bit rate $(W)$ :

$$
\begin{equation*}
\rho=\frac{L \cdot n}{T \cdot W} \tag{4}
\end{equation*}
$$



Fig. 2. Performance of a simple Chain
Figure 2(a) shows numeric values for the resource efficiency and Figure 2(b) the maximum amount of data per node for $T=1 \mathrm{~s}, T_{C A}=5 \mathrm{~ms}$, and available bandwidth $W=6 \mathrm{Mbps}$. Both values decrease with increasing number of nodes in the chain,
as expected. The bandwidth efficiency is below $70 \%$ for very short chains and stabilizes at around $35 \%$, and we have not yet considered hidden node collisions.

## V. Interference Model

In the previous section we assumed that the transmission starts were fully coordinated and node $i$ would only start to transmit after it received all packets from node $i-1$, in which case no collisions could occur. In this section, we extend the results to a more realistic scenario, in which transmission starts are not coordinated and packet receptions at any node can be impaired by collisions caused by simultaneous transmissions from both neighbor nodes, which cannot hear each other (hidden nodes). This only impairs the packet delivery rate from the left side neighbor, since the data flows from left to right. To estimate the amount of collisions and its influence on the system performance we assume a time slotted system, in which the total time $T$ is divided into $N$ equal time slots.

The minimum number of time slots can be calculated by considering the bottleneck in the network according to Eq 5 . Node $n-1$ should wait during the transmissions of nodes $n-2$ and $n$ to avoid collision, and needs $n-1$ time slots for own transmission.

$$
\begin{equation*}
N=(n-2)+(n-1)+n=3 n-3 \tag{5}
\end{equation*}
$$

Even with this number of time slots, collision can still happen when two hidden nodes select the same time slot for a transmission. For example, nodes 2 waits for node 1 and 3 but cannot hear transmission of node 4 and so it is possible that nodes 2 and 4 select the same time slots for their transmission, causing a collision that impairs the reception of the packet from node 2 at node 3 . So, nodes in the chain do not receive all packets generated to their left side, as part of those collide as a consequence of the hidden node problem. Equation 6 expresses the total received packets at node $n-1$, $R_{n-1}$, obtained by subtracting the total number of collisions ( $E[\mathrm{Col}]$ ) from node 2 to node $n-1$ from the total packets generated to the left of the node.

$$
\begin{equation*}
R_{n-1}=\sum_{i=1}^{n-2} k_{i}-\sum_{j=2}^{n-1} E_{j}[\mathrm{Col}] \tag{6}
\end{equation*}
$$

The best case scenario is when time slot selection is coordinated and no collisions occur, meaning that nodes receive correctly all packets generated at their left side. Therefore, the probability of receiving all packet successfully in node $n-1$ can be calculated by Equation 7. Node $n-1$ receives successfully all the packets only if it selects its time slots for transmission from all time slots excluding the ones chosen by nodes $n-2$ and $n$.

$$
\begin{equation*}
P_{n-1}[\text { Successful }]=\frac{\binom{N-k_{n-2}-k_{n}}{k_{n-1}}}{\binom{N}{k_{n-1}}} \tag{7}
\end{equation*}
$$

This calculation is plotted in Figure 3(a) for each node in the chain and for three different chain lengths. The probability
of successfully receiving all packets from all nodes decreases as the number of source nodes increases, and goes to zero before reaching to the sink for all chain lengths, meaning that it is not possible to receive all packets at the sink without collision.


Fig. 3. Chain Performance

For considering possible collisions in Equation 7, which is more realistic, this equation has been extended. We use $Y_{i}$ as a random variable that indicates the number of collisions at node $i$. For example $F_{Y_{2}}(0)=P\left(Y_{2}=0\right)=P_{2}[$ Successful $]$ or $F_{Y_{2}}(1)=P\left(Y_{2}=1\right)$ is the probability of having one collision at node two. The probability of having $y$ collision at node $(n-1)$ is:
$F_{Y_{n-1}}(y)=P\left(Y_{n-1}=y\right)=\frac{\binom{N-k_{n-2}-k_{n}+y}{k_{n-1}-y} \times\binom{ k_{n-1}}{y}}{\binom{N}{k_{n-1}}}$
In Equation 8, the numerator has two factors. The first factor shows that node $n-1$ as a receiver has $y$ collisions. So this node has $y$ common time slots with its neighbors. The second part just shows the selection of these collisions from all received packets.

So, the expected number of collision can be calculated for node $(n-1)$ from Equation 9:

$$
\begin{equation*}
E_{n-1}[C o l]=\sum_{i=1}^{k n-2} i \times F_{Y_{n-1}}(i) \tag{9}
\end{equation*}
$$

In the presence of collisions, some of the time slots are used for unsuccessful transmissions. So, to evaluate the effect of increasing the number of time slots on system performance, we iteratively add the total number of expected collisions over all nodes (Equation 10) to the number of time slots $(N)$. Thus, we do an iterative search for the number of total time slots required to transmit one packet from each node with high packet delivery rate at the sink.

$$
\begin{gather*}
E_{\text {Total }}[\mathrm{Col}]=\sum_{i=2}^{n} E_{i}[\mathrm{Col}]  \tag{10}\\
N_{\text {Updated }}=3 n-3+E_{\text {Total }}[\mathrm{Col}] \tag{11}
\end{gather*}
$$

Figure 3-b shows how the expected number of collision is improved by increasing the number of time slots $(N)$. In this figure, each node generates one packet. By increasing $N$, the expected number of collision decreases (Figure 3-b). However, it causes also a decrease in the service rate.

## VI. Results

## A. End-2-End PDR\%

Following our previous work [17], the most interesting metric for an urban data collector (UDC) protocols is the number of packets received at the sink (PDR\%). Moreover, this packet delivery ratio is considered between each source and the sink (End-to-End) because we assume that the sensing application needs information from each source to create a macro vision about the city. According to Equation 6, collisions are the main reason of $\mathrm{PDR} \%$ reduction at the sink.

Figure 4 shows the PDR\% at the sink for a chain with varying number of nodes. The average number of hops from each source node to the sink in our previous study [17] was between 10 to 15 hops, so we focus on this chain length range. The plot shows the end-to-end PDR\% for various chain lengths, calculated for the farthest node from the sink, as it is the worst case PDR.

Table VI-A shows the number of time slots in each iteration for each configuration. For 10 nodes, after 12 iteration, there is no collision and the number of time slots remains the same. It also happens for 15 nodes after 10 iterations. Therefore, the curves for 10 and 15 nodes in figure 4 reach to the $100 \%$ and cross other curves.

The PDR\% with the smallest $N$ is almost zero for the farthest node from the sink. By increasing $N$, giving more opportunities for transmission, the PDR \% is improved to $100 \%$ after 12 and 10 iterations for 10 and 15 nodes, respectively.


Fig. 4. PDR\% for different chain length


Fig. 5. Service Rate for different chain length

## B. Service Rate

To increase the PDR, we are increasing the amount of time slots necessary to transmit one packet from each node, hence decreasing the service rate and reducing the resource usage efficiency. So, now we evaluate the service rate for this scenario. The service rate is the amount of packets per unit time that each node can generate.

Figure 5 shows the service rate for different chain lengths in different iterations. Clearly, by increasing the number of nodes in the chain, the minimum total number of required time slots increases (see Eq. 5) and so the achievable service rate decreases. The difference in service rate between different chain lengths is due to existence of high number of collision in a longer chain. So, increasing the number of time slots improves the packet delivery rate at the cost of a sharp decrease on the service rate. This trade-off is discussed in the next section.

## VII. Discussion

The previous results provide a quantification for the tradeoff between the packet delivery rate and service rate. By increasing the number of time slots, the packet delivery rate increases due to the reduced number of collisions and the service rate falls because the total amount of generated packets is fixed. Figure 6 shows this trade-off for better illustration. For the shortest chain, the service rate falls very sharply by

| No. of Nodes | Iteration |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| 7 | 18 | 40 | 49 | 54 | 58 | 61 | 63 | 65 | 67 | 69 | 70 | 71 | 72 | 73 | 74 |
| 10 | 27 | 97 | 127 | 144 | 155 | 163 | 169 | 174 | 179 | 183 | 186 | 189 | 189 | 189 | 189 |
| 15 | 42 | 422 | 588 | 677 | 731 | 767 | 794 | 814 | 830 | 843 | 843 | 843 | 843 | 843 | 843 |



Fig. 6. Trade-off between Service rate and PDR\%
increasing the number of time slots because there are less time slots in this scenario.

As an example of our goal which is system design, if we have 10 nodes and want to guarantee a PDR of $85 \%$ at the sink, then each node should generate three packets per unit time and we should devise 432 time slots for the system (fourth iteration: $3 * 144=432$ ).

## VIII. Verification of the results

We verify the analytical results by simulating the same scenario. We design a time slotted system with $N=3 n-3$ slots and each node randomly selects time slots for its transmission, meaning that node one selects one time slot, node two selects two time slots and so on.

After choosing the time slots for all nodes, we count the number of collisions at each receiver. As a results, at each receiver, the common time slots between the receiver and both its one-hop neighbor in two directions are counted. E.g. in node three, we count the common time slots between nodes $(3,2),(3,4)$, and $(2,4)$. It shows the number of collisions at node three (receiver).

We start by verifying the probability of having at least one collision ( $1-P_{i}[$ Successful $]$ ). We calculate this probability with both Equation 7 and simulation. In the simulation, we count the number of successful receptions and then reduce it from one. This gives the probability of having at least one collision at each node. Figure 7 shows the results for a chain with different number of nodes and the analytical results match the simulation results.

Then, we verify the PDR\% at the sink, i.e. the results from Figure 4. Again, the PDR\% is calculated for the packet


Fig. 7. Verification of probability of at least one collision
generated at the first node in the chain. To calculate this metric in the simulation, we calculate the probability of having at least one collision at each node and then reduce it from one to obtain $P D R_{i}$. Then, we use Equation 12 to calculate the


Fig. 8. Comparison of Simulation (S) and analytical (A) results for the end-to-end PDR\%

PDR\% at the sink for the first node in the chain:

$$
\begin{equation*}
P D R_{\min }=\prod_{i=2}^{n-1} P D R_{i} \tag{12}
\end{equation*}
$$

By comparing the Simulation (S) and analytical (A) results (Figure 8), we can see that the results are almost the same, although there is a small difference. This difference happens because in the simulation, most of the time, there are few time slots that are not selected by any node. So, the obtained results are for a lower effective number of time slots, which decreases the available resources. So, the number of time slots in the simulation is actually less than the number of time slots in the analytical calculation. As a result, the PDR\% in the simulation is slightly less than the calculation.

## IX. Conclusion and Future Work

In this paper, we study the limitations of data gathering in the sense of many-to-one scenario and we provide a method to estimate the maximum amount of data that each node can generate to guarantee a pre-defined packet delivery ratio at the sink. Firstly, we calculate the maximum packet size for a scenario without considering the collision. Secondly, we add up collision to our calculation and calculate the end-to-end packet delivery ratio and also the service rate. The results quantify the trade-off between these two metrics. Finally, we verify our analytical results by simulation of the same scenario.

The main line of future work will be to extend these results to more complex network topologies used in data gathering, especially trees. Furthermore, we will model more precisely the impact of contention, and verify the results in experimental settings.
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