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Abstract—We present a precoded multi-user communi-
cation test-bed to demonstrate forward link interference
mitigation techniques in a multi-beam satellite system
scenario which will enable a full frequency reuse scheme.
The developed test-bed provides an end-to-end precoding
demonstration, which includes a transmitter, a multi-beam
satellite channel emulator and user receivers. Each of these
parts can be reconfigured accordingly to the desired test
scenario. Precoded communications allow full frequency
reuse in multiple-input multiple-output (MIMO) channel
environments, where several coordinated antennas simul-
taneously transmit to a number of independent receivers.
The developed real-time transmission test-bed assist in
demonstrating, designing and benchmarking of the new
Symbol-Level Precoding (SLP) techniques, where the data
information is used, along with the channel state informa-
tion, in order to exploit the multi-user interference and
transform it into useful power at the receiver side. The
demonstrated SLP techniques are designed in order to be
computationally efficient, and can be generalized to others
multi-channel interference scenarios.

I. INTRODUCTION

Multi-User MIMO (MU-MIMO) beamforming, also
know as Precoding, has been studied in previous years
as a way to reduce the co-channel interference in the
forward links in the wireless communications (Wi-Fi,
LTE) and multi-beam satellite systems [1]-[4]. Wide
broadband services through high throughput satellite
(HTS) systems motivated the research of advanced sig-
nal processing techniques for interference mitigation to
provide a better spectrum utilization with a reason-
able complexity. MU-MIMO communication techniques
are also promissory in other multi-channel interference
scenarios such as in the case of Asymmetric digital
subscriber line [5] (ADSL) and Powerline communica-
tions [6]. The approach to this challenge is the use of
the aforementioned precoding techniques, which allow
aggressive reuse of the frequency spectrum by exploiting
the spatial multiplexing. The conventional channel-based
Precoding techniques use the knowledge of the Channel
State Information (CSI) in order to generate the trans-
mitted precoded signals. The most common channel-
based strategies are the channel inversion, also known
as Zero Forcing (ZF), and the Minimal Means Square
Error (MMSE) method [7].
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More advanced approaches also use the knowledge of
the intended transmitted symbols, in addition to the CSI,
in order to obtain an optimal set of precoded symbols per
each transmission time slot. The challenge behind hard-
ware implementations is to design realistically feasible
precoder algorithm in terms of computational complex-
ity, while facing real impairments over the communica-
tion link. Despite that numerous theoretical publications
on symbol-level precoding techniques have appeared
recently [8]-[10], practical implementation was out of
their scope. Last year, the SIGCOM (Signal Processing)
Research group from the University of Luxembourg has
started to build a Satellite Precoding Hardware demon-
strator for full frequency reuse named SERENADE [11].
The demonstrator includes symbol-level precoding (SLP)
techniques which optimize the beamforming vectors per
every transmitted set of symbols. This leads to improv-
ing Signal-to-overall-Noise ratio, service availability and
energy efficiency. In this paper, we demonstrate the
feasibility of SLP techniques in a practical hardware
implementation. Towards this objective, we describe the
practical implementation aspects of the hardware demon-
strator, which consist of: a MIMO transmitter, which
implements the SLP, a MIMO satellite channel emulator,
and a set of receivers with CSI estimation capabilities.
We integrate precoding techniques in the transmitter and
benchmark performance in close-to-reality conditions
to demonstrate proof-of-concept technique for full fre-
quency reuse for HTS and further improve performance
of the system. We developed practical optimization of
the precoded transmission algorithms and derived the
optimal solution for the design of the SLP precoder. The
rest of this paper is organized as follows. In Section
I, we state the system model, describe the precoding
algorithms and analyze the computational efficiency. In
Section III, we present experimental validation and ana-
lyze the experimental results of the precoding algorithm.
Finally, we draw conclusions in Section IV. Notation:
Upper-case and lower-case bold-faced letters are used
to denote matrices and column vectors. The superscripts
() and (-)~! represents Hermitian matrix and inverse
operations. ||-||2 is the Euclidean norm, || is the absolute
value of a complex, O is the all zero vector, and trace is



the sum of all diagonal elements of a matrix.

II. SYMBOL-LEVEL PRECODING DESIGN
A. System Model

The general system model focuses on the forward link
of a multi-beam satellite system, which aims at reusing
the total available bandwidth among all beams of the
coverage (the so-called full frequency reuse). We define
as N, the number of transmitting antenna elements and
N, the total number of users in the coverage area. In the
specified MIMO channel model, the received signal at
the i-th user is y; = hgx—&—ni, where hZT is a 1 x IV; vector
representing the complex channel coefficients between
the i-th user and the N; antennas of the transmitter,
x is defined as the N; x 1 vector of the transmitted
symbols at a certain symbol period and n; is the inde-
pendent complex circular symmetric (c.c.s.) independent
identically distributed (i.i.d) zero mean Additive White
Gaussian Noise (AWGN) measured at the i-th user’s
receive antenna.

Assuming a system having N, = N,, = N, which is
the present case, looking at the general formulation of
the received signal, which include the whole set of users,
the linear signal model is:

y=Hx+n=HWs+n (1)

where y and n € CV, x € C and H € CV*¥ | In this
scenario, we define the linear precoding matrix W €
CN*N which maps information symbols s into precoded
symbols x.

B. Precoding technique

We implemented low-complexity symbol-level pre-
coding technique [12] into the demonstrator. The al-
gorithm aims to minimize total power of precoded
symbols while sustaining a minimal SNR requirement
of a received signal. The method optimally preserves
constructive interference components to decrease the
total consumed power at the transmitter side. The es-
sential difference from a linear precoding method is the
optimization vector (u € CV), which is recalculated per
every symbol set (s) to construct optimal precoded signal

X = VVZF(S—FLI)7 (2)

where Wzp = H . (H - HY)~! is Zero-Forcing
precoding matrix, H - a channel matrix estimated from
CSI. The precoding technique maintains the minimal
SNR of the received symbols as
min||x||2
" 3)
s. tlyl > |s,
for HWzr = I and n = 0. It was shown in [12], that the
problem (3) can be transformed into a non-negative least
squares (NNLS) problem and solved for the vector u. If a
solution for a particular channel matrix can not be found,

then u = 0 and (2) turns into conventional Zero-Forcing
precoding [7]. Therefore, the minimal performance of the
proposed precoding technique is expected at a level of
Zero-Forcing using statistically averaged CSI data. We
will refer to the proposed precoding technique as NNLS-
SLP further in the paper.

C. Non-Negative Least Squares algorithm

The low-complexity SLP design, described in the
previous section, brings hardware and software imple-
mentation towards an unified solution. The key to this
is an efficient algorithm to solve the NNLS optimiza-
tion problem. It can be implemented using a Software
Defined Radio and FPGA platforms with a reason-
able level of complexity. We use a standard fast non-
negativity-constrained least squares algorithm (FNNLS),
presented in [13]. We implemented the algorithm in
LabVIEW Communication code to provide the best
computational performance. The most time consuming
operation of such algorithm is solving of unconstrained
linear least squares sub-problems via QR decomposition.
The asymptotic complexity of the QR decomposition of
a square matrix (R"*") is O(n?®). However, there are
more efficient methods that can reduce considerably this
level of complexity up to O(n?) [14].

D. Impact of proposed SLP on constellation
Figure 1 shows how one symbol of the QPSK constel-

lation can have an amplitude excursion in the horizontal
or the vertical axis with the proposed NNLS-SLP al-
gorithm. Here we obtain a theoretical BER expression
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Fig. 1. Symbol excursion in NNLS-SLP. The symbol excursion can
be in the vertical or horizontal axis

assuming that the receiver recovers perfectly the phase
of the reference symbols. This phase recovery may be
approached in a realistic scenario by means of repetitive
pilot symbols (precoded or not) which are not modified.
In addition, an accurate synchronization can be main-
tained if modified symbols have in average the same
phase of the mapping symbols. For the particular case
of a symbol of a QPSK modulation, with an excursion
ratio € of the mapping symbol, which can be in the in-
phase or quadrature axes, the BER is pes = O.5(Q(\ﬁ)+
Q (yA(1+¢€))) where Q(:) is the standard Gaussian
complementary cumulative distribution function, and ~y



is the SNR, where we assume that the received signal
is affected by an additive zero-mean circulary-symetric
complex Gaussian noise. The ensemble BER is com-
puted to be 0.75Q(,/7) + 0.25Q(,/7(1 + €)), under the
assumption that all symbols have the same probability
and half of the symbols have the same amplitude excur-
sion in one dimension and the other half do not have
any excursions.

III. EXPERIMENTAL VALIDATION

In order to demonstrate the feasibility of the proposed
SLP technique we build a 2x2 demonstrator with a trans-
mitter, a channel emulator and two receivers using SDR
platforms. Figure 2 shows a simplified block diagram of
the Precoding demonstrator. The transmitter performs the
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Fig. 2. Precoding test bed diagram.

precoding operation using the CSI obtained by means of
a dedicated return channel. The transmitted signals are
sent to the MIMO channel emulator, which apply the
channel matrix H and inject to the signals an additive
white Gaussian noise with a controlled power. These
channel functionalities are implemented in a FPGA
which is integrated to the SDR platform. The RF inputs
and outputs of the channel emulator operate at different
carrier frequencies. Using this configuration we decrease
mutual coupling between the transmission and reception
links through the RF part of the channel emulator and
therefore the accuracy in setting of the desired channel
matrix. Table I shows a summary of the parameters of
the precoded transmitted signals.

TABLE I
EXPERIMENTAL PARAMETERS OF PRECODED TRANSMISSION IN
2X2 MIMO SYSTEM

Parameter Value
Modulation type QPSK
TX to Emulator c. frequency 1210 MHz
Emulator to RXs c. frequency 960 MHz
Sampling frequency 1 MHz

Over-sampling factor 4

Pulse shaping filter SRRC with 0.2 roll-off
Pilot duration 24 symbols

Data duration 896 symbols
Pilot repetition period 2048 symbols

Before precoding, each of the input bit streams are
xor-scrambled with different gold sequences obtained
from the combinations of the two maximum-length se-
quences with the characteristic polynomials 1+ 23 + 220

and 1+ 2% 4 2! + 217 4 220, This scrambling is used in
order to obtain a transmission in which all the symbols
have the same probability of occurrence. The transmitted
data is a set of two different video streams that are
recovered at the receivers. Figure 3 shows a photography
of the experimental set-up. We use National Instruments
USRP-RIO NI-2944-R as SDR platform. Each of the
SDR platforms is controlled by a dedicated PC host. The
PCs are also used for data collection, processing and
visualization. The channel emulator can generate 2x2

Fig. 3. Precoding 2x2 Experimental Settings. The SDR platform used
for transmitter, channel emulator and receivers is the NI-2944-R.

complex channel matrix with a given condition number
and set accurately the power of the AWGN. We as well
use the channel emulator to measure actual transmission
power on each port of the transmitter.

A. Symbol-Level Optimized Precoding Evaluation

We use aforementioned experimental environment to
benchmark the optimized symbol-level precoding tech-
nique. We generate a set of random channel matrices
H with unitary matrix F-norm, defined by ||H||r =
trace(H” H), and for different matrix conditioning num-
bers, defined by:

ro(H) = |[H]||z - [[H™ 2. 4)

We apply the NNLS-SLP and compare the results to
conventional channel-inversion ZF precoding. In both
cases we normalize the precoding matrix to have an
unitary 2-norm, so that we obtain a constant value for the
expectancy of transmitted power per antenna. Under this
constraints we measured the power in the two receivers
and compare the results for different channel realiza-
tions for a set of channel matrix conditioning numbers
between 2.5 and 4, as is shown in Figure 4. It is worth
to note that in both cases ZF and NNLS-SLP we use the
same channel inversion matrix. However, the difference
for NNLS-SLP is the use of optimized symbols, which
are limited to the unitary amplitude. From Figure 4 we
can observe that the received power for ZF precoding is
not a constant for a given conditioning number as should
be expected from the theory. These variations come from
the imperfections in the actual hardware implementation.
Some of these imperfections are the limited accuracy in
the CSI estimation, and its quantization error. Here, we
can observe the gains in received power for the NNLS-
SLP. These gains become more frequent as the matrix
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Fig. 4. Different realizations of detected power, in 2 receivers

indistinctly, for conventional ZF and NNLS-SLP.

conditioning number is increased. There are particular
channel realization in which the NNLS-SLP result is the
same of ZF for both receivers, and others realization in
which the optimized symbol is only produced for one
of the receivers. Up to this point, we have observed the
gains in received power for NNLS-SLP. In the following
we will observe how this gain is translated to BER
performance in the receiver.

B. Bit Error Performance of NNLS-SLP

Figure 5 shows an example of received modified
constellation with the NNLS-SLP algorithm with some
AWGN already applied. This constellation will be diffi-
cult to demodulate by a conventional QPSK demodula-
tor as the one used (Labview Communications v.2.0),
as the phase synchronization algorithm tracks for the
mean square phase error, which is increased in the
proposed constellation. However, the symbol excursion
will help for the cases in which the phase is correctly
recovered and also for very low SNR conditions in
which the received signal is very affected by additive
noise. For this reason we proceed to perform BER
experiments for different SNR values. The SNR is set
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Fig. 5. An example of NNLS-SLP modified received constellation.

by means of the injection of artificial AWGN in the
channel emulator. The noise power can be accurately
controlled to adjust the desired SNR, knowing the exact
value of the received signal power. First, we performed
a single link BER measurement using an unmodified
QPSK constellation. We use it as a reference to evaluate
the effects of imperfect phase synchronization for low
SNR values. Phase-locked loop of the demodulator is
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Fig. 6. Experimental BER plots for ZF and NNLS-SLP compared
to a experimental baseline non-interference QPSK BER and to the
theoretical BER curve. The matrix condition for the precoded channel
is 2.5. The NNLS-SLP in this case provides an excursion of 4%. Only
a slight degradation is seen in the precoded system, which carries twice
the data rate using the same frequency band.

reset for every frame. For the case of NNLS-SLP the
precoded pilot symbols are not modified from the QPSK
original mapping points. We performed measurements
of BER for ZF and NNLS-SLP for different channel
matrices, where the SNR was estimated solely using ZF
precoding. This is a fair comparison, since, despite the
average received power can increase while using NNLS-
SLP, minimal received power can still match the one
gained with ZF precoding. Figure 6 shows the theoretical
ideal QPSK BER values, the BER for a single non-
interference link, and the BER for ZF and NNLS-SLP
for a particular matrix with conditioning number 2.5
which gives and excursion (in horizontal and vertical
axis) of 4%. Here we see a degradation of the BER
plots which use precoding compared to the single link
BER curve. This is attributed to the inaccuracies in
the CSI estimation, which produces residual interference
that affects the BER performance, however, we should
remark that for the case of precoded signals we obtain
twice spectral efficiency, since the system provide two
separate streams using the same frequency band. In the
comparison between the ZF and NNLS-SLP we shown
that the NNLS-SLP perform better for low SNR values,
and that the ZF perform better at some points of higher
SNR values using conventional receiver. The experiment
is repeated with some channel matrices with higher
proposed excursion values which in some cases gives a
degradation in BER performance for high SNR values.
Most of these errors are attributed to lack of phase
synchronization and phase tracking. These effects can be
observed as a rotated shaking in the constellation plots in
the graphical user interface at the receiver. It is worth to
clarify that, at the transmitter QPSK modulator maps the
transmitted symbols in correspondence to optimization
excursion. However at the receiver QPSK demodulator
normalizes the received symbols in correspondence to
conventional QPSK symbol map only as receiver has no
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Fig. 7. Experimental BER plots for ZF and NNLS-SLP compared
to a experimental baseline QPSK BER and to the theoretical BER
curve. The matrix condition number for the precoded channel is 3 The
NNLS-SLP in this case provides an excursion of 20%.

knowledge about optimized mapping. However, at the
receiver the QPSK start points are recovered in their
original amplitude position, which is the same amplitude
obtained when the ZF precoding is applied. Figure 7
shows the BER curves for for ZF and NNLS-SLP for a
particular matrix with conditioning number of 3 which
gives and excursion (in horizontal and vertical axis) of
20%. Here we can observe how the NNLS-SLP performs
better than the conventional ZF for Eb/No values lower
than 8dB.

IV. CONCLUSIONS

In this paper, we presented the results of the hard-
ware demonstration of precoded satellite communica-
tions based on state-of-art SLP technique. The SLP
beamforming benchmarked similar BER results to ZF
beamforming in the case scenario of high SNR. How-
ever, it is shown that SLP technique takes advantages
of unbalanced channel matrices with strong interference
components to increase received signal SNR.Therefore,
we evidently shown that SLP technique can provide
better SNR performance than conventional ZF technique
in real-time transmissions for low SNR scenarios. A de-
crease in the BER performance for high SNR scenarios
was observed. This performance decrease, which is gen-
erated by an imperfection in the carrier synchronization
and tracking can be avoid if global synchronization is
achieved. Some of examples of this are the multi-carrier
or OFDM systems in which many carriers are jointly
synchronized and aided by additional synchronization
carrier pilots. Another example in which this method
can be applied is in the low SNR regimes of single
carrier communications which maintain phase coherency
along time, such as the satellite communication standards
as DVB-S2X, where the receiver synchronization is
improved over longer averaging periods. In addition, the
improvements for the evaluated method will increase
with higher order MIMO systems, where the gains ob-
tained from the symbol-level optimization can increase.
In this paper we also show, to the best author knowledge,

the first symbol-level optimized precoded communica-
tion system, in a real hardware implementation, where
we show the feasibility in terms of complexity of the
proposed SLP optimized method.
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