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Abstract—Recent applications in large-scale wireless mesh
networks (WSN), e.g., Advanced Metering Infrastructure (AMI)
scenarios, expect to support an extended number of nodes with
higher throughput, which cannot be sufficiently supported by
the current WSN protocols. Two prior protocols, Wi-SUN Field
Area Network (Wi-SUN FAN) and IETF 6TiSCH standards,
are popularly used that are respectively based on asynchronous
Carrier Sense Multiple Access / Collision Avoidance (CSMA/CA)
and IEEE 802.15.4 Time Scheduled Channel Hopping (TSCH).
However, the former one with CSMA/CA can be prone to the
Hidden Node Problem (HNP) that leads to a degradation of
reliability, while the latter one with TSCH avoids HNP by using
synchronously scheduling but requires massive control signalling
that degrades the upper-bound of throughput. Accordingly, this
paper tackles the challenge of how to improve the upper-bound
of throughput without loss of reliability. To do so, we first present
an in-depth evaluation of reliability and throughput between
the two existing standards via system-level simulation. We then
propose a self-configurable grouping (SCG) method to cluster
nodes without using location information of each node. This
SCG method eliminates around 99% HNP in CSMA/CA, thus
greatly improves its reliability with maintaining the relatively
high upper-bound of throughput. Our results show that the SCG
method almost doubles the network throughput compared with
both 6TiSCH and Wi-SUN FAN in heavy traffic scenarios, while
providing extremely high reliability of more than 99.999%.

Index Terms—Wi-SUN, 6TiSCH, IEEE 802.15.4, CSMA/CA,
Mesh Networks, AMI, SUN, Hidden Node Problem

I. INTRODUCTION

Wireless mesh networks (WSN) are expected to offer con-
nectivity for massive number of nodes with high reliability.
However, recent applications, e.g., Advanced Metering In-
frastructure (AMI) scenarios, expect to support nodes with
higher throughput, which cannot be sufficiently supported by
the current WSN protocols. One of the popular protocols is
the Field Area Network (FAN) profile from the Wireless Smart
Utility Network (Wi-SUN) Alliance, which is based on asyn-
chronous Carrier Sense Multiple Access / Collision Avoidance
(CSMA/CA) [1]. The reliance on CSMA/CA introduces a
general problem - Hidden Node Problem (HNP), which can
lead to a degradation of reliability. In contrast, based on IEEE
802.15.4 Time Scheduled Channel Hopping (TSCH), another
popular protocol produced by Internet Engineering Task Force
(IETF), namely, IPv6 over TSCH (6TiSCH) achieves relatively
higher reliability by using scheduling [2]. However, its upper-
bound throughput is greatly degraded due to the reason that
the massive channel is occupied by control signalling for
synchronously scheduling. In this paper, we target addressing

the problem of hidden nodes in CSMA/CA-based networks
by using TSCH scheduling so as to improve the upper-bound
throughput of WSN without reducing its reliability.

The Wi-SUN FAN protocol is widely adopted as the key
standard for recent Advanced Metering Infrastructure (AMI)
providers [3]. Based on low-power IEEE 802.15.4-2015 [4],
the current Wi-SUN specification employs CSMA/CA, where
each node contends for channel access. However, this ap-
proach can incur a high probability of packet losses due to
the well-known HNP [5]. In details, this problem happens
when two nodes attempting concurrently transmissions to the
same receiver. If both nodes were hidden from each other,
Clear Channel Assessment (CCA) check performed on each
node targeting on channel occupation detection would fail.
Their packets subsequently collide at the receiver, where
packets from both are unable to be decoded correctly. HNP
can therefore cause performance degradation to both network
throughput and Packet Delivery Ratio (PDR). For instance, the
large-scale WSN is generally limited with up to 2000 nodes
per data concentrator in AMI applications [6]. As increasing
the scale of the network is required by modern WSN ap-
plications, tackling the challenge of HNP for asynchronous
CSMA/CA protocols becomes even more urgent.

In contrast, 6TiSCH makes use of advanced scheduling
algorithms to coordinate each communication in a non-
conflicting manor, which enables communication in a deter-
ministic manner. The current 6TiSCH standard generally rec-
ommends a fixed slot duration in order to provide synchroniza-
tion guard times and complete bi-directional communication
between the sender and the receiver. The duration of a slot
is selected according to the requirements of traffic and the
computational capability of the hardware. In general, serving
a packet with 6TiSCH needs to consume double of channel
resource than that with the Wi-SUN’s CSMA/CA approach
without considering HNP [4], [7]. Therefore, the upper-bound
throughput of 6TiSCH is limited by its high requirement of
control signalling.

In this work, we target on addressing the problem of hidden
nodes in CSMA/CA-based networks by using TSCH schedul-
ing. We present an in-depth performance evaluation for both
Wi-SUN FUN and 6TiSCH techniques based on system-level
simulation. The simulation showcases that the performance of
CSMA/CA is degraded due to suffering from collision, while
the upper-bound performance of TSCH scheduling is limited
due to its heavy control signalling. We argue that, according to
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results of evaluation, one may use TSCH scheduling to cluster
discoverable CSMA nodes within small groups to avoid nodes
hidden from each other, thus can improve overall throughput
by solving HNP. To do so, we propose a self-configurable
grouping (SCG) method to cluster nodes without using loca-
tion information of each node. By using the proposed method,
99% HNP has been avoided that reduces the most collision
within the network, thus achieves around double throughput
than solely using 6TiSCH approaches.

The rest of the paper is organized as follows. Section
II introduces Wi-SUN FUN and 6TiSCH network as well
as compares their performance by system-level simulation.
Section III proposes SCG method in detail to address the
problem of hidden nodes and provides simulation results.
Finally, section IV concludes the paper.

II. SCALABILITY EVALUATION OF WI-SUN AND 6TISCH

In this section, we first briefly introduce the protocols of
physical (PHY) and medium access control (MAC) layers in
asynchronous Wi-SUN and synchronous 6TiSCH. After that,
we compare their reliability and scalability by evaluating the
throughput and the PDR for different traffic scenarios under
system-level simulations.

A. Asynchronous Wi-SUN

The lower-layer specification of Wi-SUN wireless networks
are defined by CSMA/CA according to IEEE 802.15.4 tech-
nical standard, which specifies PHY/MAC layers for low-
rate wireless personal area networks (LR-WPANs) [4]. An
unslotted CSMA/CA principle is used, where nodes can ac-
cess to the network once backlogged without any scheduling
procedure in an asynchronous manner [8]. Due the the un-
scheduled principle, collision may occurs, i.e., two or more
nodes select the same channel at the same time, that leads to
a transmission failure. To avoid the currency of collision, a
back-off mechanism is introduced that postpones the access
attempts of nodes after detecting a busy channel, which can
guarantee the transmission of the current one.

In details, If either a busy channel was detected by a node or
collision was occurred, the node would postpone its transmis-
sion for a duration (measured by slots) that is uniformly se-
lected in random from a range [cNB+cBE, cNB+cBE+2cCW−1].
Here, cNB is a constant, cBE is a back-off exponent selected
by the root node within the range [1, 3] with a default value
3, and cCW is the number of transmission attempts [4]. At
the end of the back-off duration, the node performs a single
successful CCA to check whether the channel is busy by
detecting energy above certain energy threshold or spreading
signal generated by neighboring nodes. Since each node has a
fixed range of communication area, CCA check cannot cover
the whole network. Therefore, neighboring nodes out of the
communication range cannot be detected, resulting in the well-
known HNP. Additionally, if two nodes perform CCA check
at the same time, there is opportunity that the CCA may report
an idle medium, which can also lead to packet collision.

B. 6TiSCH Synchronous MAC Layer

In contrast, 6TiSCH provides scheduling services based on
the synchronous IEEE 802.15.4-2015 TSCH [4]. A 6TiSCH
scheduler orchestrates communications over individual links
in an optimized and non-conflicting manner. In the time
domain, the schedule operates in a Time Division Multiple
Access (TDMA) manner, whereas in the frequency domain
it divides the wireless spectrum into multiple channels. A
schedule is formed by assigning time slot and channel offsets
to each communication link, and specifying which node should
transmit or receive data to/from its scheduled counterpart.
However, the standard never specified how these resources are
scheduled, which has consequently been the focus of the IETF
6TiSCH Working Group [2].

In 6TiSCH, all the nodes are synchronized and can only
transmit and receive packets in scheduled equal-long time slots
to avoid collision and maintain reliability [9]. The length of the
time slot is typically selected from 10 to 15 ms according to
the requirements of application [4], while its maximal length
is limited by the the time of transmitting the largest MAC
frame (127 bytes long with overhead 25 bytes [10]) plus the
time of the following acknowledge (ACK) frame for informing
successful transmission. For instance, if the nodes operate in
the 2.4GHz frequency band, it takes approximately 4 ms to
transmit the maximum size MAC frame and extra 1 ms for the
ACK. If the time slot is set to 10 ms, then 5 ms is used for
radio turnaround, packet processing, and security operations
[11].

C. Simulation Results and Evaluation

In this subsection, system-level simulations are conducted
using Cooja, i.e., a simulation tool for the Contiki operating
system (OS) [12], to evaluate the performance of Wi-SUN
and 6TiSCH networks. A single-hop simulation scenario is
considered, where each node is configured to send packets to
a coordinator in a unicast communication. As we targeting on a
MAC level evaluation, the capture effect of physical channels,
e.g., noise and multipath fading, are omitted by considering a
receive probability with 100%. For clarity, a hidden node per-
centage for the whole network is referred, which is calculated
by averaging the sum of hidden node percentage between each
communication link, which is represented by

Pn =
1

n

i=I,j=J∑
i,j=1

Pij . (1)

In (1), n is the total number of links in the network, and Pij

is the hence hidden node percentage for a link of uni-cast
transmission from node i to node j. This probability can be
obtained by

Pij =
Ni −Ni ∩Nj

Ni
, (2)

where Ni and Nj are the number of neighbors of node i and
j, respectively.

We consider a scenario for both 6TiSCH and CSMA net-
works with an arbitrary number of nodes randomly located



Fig. 1: Throughput (left) and PDR (right) of 6TiSCH and CSMA in a 100 node scenario where traffic source rate is fixed with each node generating 1 per second. CSMA throughput
increases linearly as the transparent plane, while 6TiSCH drops as the network scales. 6TiSCH maintains 100% PDR as the transparent plane, while CSMA drops as the network
scales.

Fig. 2: Throughput (left) and PDR (right) of 6TiSCH and CSMA in a 100 node scenario over different source rates. CSMA HNP is compared at 0% and 50%, while in 6TiSCH all
nodes are scheduled to not contend.

in the area of a plane. The location of each node is fixed
along time. We consider a periodic traffic, where every node
generates an inter-arrival packet per second waiting to be
served. The time is divided into slots with a fixed duration
of 10 ms, where each slots contains F number of independent
channels. Note that the scheduling and control signalling
for a packet are conducted in a single slot. Therefore, the
maximal throughput of this network is 100 packets/second.
For CSMA/CA, the back-off parameters cNB and cBE are set
to 5 and 7, respectively.

Figure 1 illustrates the throughput (left) and PDR (right)
of 6TiSCH and CSMA networks versus hidden percentage
and network scale with a fixed source rate (traffic arrival
rate) of each node that generates 1 packet per second. We
can observe that the throughput of 6TiSCH is proportional
to the product of source rate and network size without being
affected by the hidden node problem in difference network
scales. This performance occurs due to the fact that the
centralized scheduling algorithm is implemented, where the

coordinator has the full knowledge of the whole network.
By doing so, it can perfectly schedule the transmission of
each node with a deterministic time slot for guaranteed packet
transmission, thus avoids collisions. Wi-SUN, however, uses
contention based CSMA/CA for data transmission. We observe
that, when the hidden percentage is small, the throughput is
slightly degraded while PDR remains at a high level due to that
the re-transmission times is high enough. On the other hand,
if the hidden percentage is large, even in a moderate network
scale, both throughput and PDR will drop dramatically.

Figure 2 illustrates the throughput (left) and PDR (right)
of 6TiSCH and CSMA networks versus different source rates
ranged from 1to 10 packet/1s/node in a scenario with 100
nodes. As can be seen, 6TiSCH can always maintain a
throughput close to its upper bound (i.e. approximately 98
packets/s in 100-node scenario without including time slots are
used for synchronization) and the linear relationship between
PDR and source rate indicates the 100% PDR for packet
transmissions which are scheduled properly. Due to HNP,
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Fig. 3: Grouping algorithm example. Neighboring nodes are clustered into contending
groups.

Wi-SUN with high hidden percentage suffers from lower
throughput than 6TiSCH, which indicates the performance
degradation of collision problem.

However, we can also observe that the throughput of Wi-
SUN with 0 hidden percentage achive a higher throughput
than 6TiSCH when the source rate larger than 4. This is
due to the reason that the CSMA/CA contributes to a more
simplified protocol than the scheduling method in 6TiSCH
requiring less control signalling, which leads to a higher
channel occupancy of data signals. For instance, CSMA/CA
based on IEEE 802.15.4 with OQPSK-DSSS can achieve 256
kbps that only requires 4 ms channel duration, which maintains
a similar throughput in 6TiSCH with 10 ms channel duration
[4]. Therefore, we argue that if the CSMA was immune from
the severe effect of HNP, the network would achieve higher
throughput in heavy traffic scenario than 6TiSCH. In the next
section, we propose a heuristic solution to solve HNP without
increasing the complexity of the network.

III. SELF-CONFIGURABLE GROUPING METHOD

Large scale mesh networks can be distributed in a wide
area. This can result varying performance within different sub-
sections of the network, depending on the local environment
as well as application requirements. The density of the net-
work may change, thus subsections may experience localized
interference, and suffer low data rates. For the subsections
with bursty traffic, a contention-based MAC approach can
provide higher upper bound of throughput due to its lower
requirements of control signalling, which might be better serve
the bursty data. For the subsections with lighter traffic, one
could use a TSCH approach to save power and improve
reliability by scheduling non-contending transmissions. We
therefore propose a method to group different subsections of
the network in terms of different throughput requirements,
guaranteeing both throughput and reliability requirements.

A. SCG Algorithm

We consider a multi-hop mesh network composed of a coor-
dinator node located at the center of an plane area R2, and a set

Algorithm 1 Grouping Algorithm
Input: Node struct an information tensor N containing parent

and child node info N.childNodes, traffic N.traffic, and neighbours
N.neighbours;
1: for Node i = 1→ I do
2: Node i broadcast neighbouring calculation requests;
3: Node i receives ACK from neighbours with their ID;
4: Node i formulates a neighbour’s ID list li according to receptions;
5: Node i transmits list li to the coordinator;
6: end for
7: Coordinator construct grouping matrix CNI = [], and ID list contains

all the IDs of the nodes if they have child nodes, LID = [l1, l2, · · · , lI ];
8: for each i ∈ LID do
9: grouping done = 0;

10: CNI(1, :)← N(i).childNodes;
11: CNI(2, :)← N(CNI(1, :)).neighbours;
12: Sort CNI in ascending order;
13: while grouping done 6= 1 do
14: NodeS = CNI(1, 1);
15: group temp = N(NodeS).Neighbour;
16: filtering done = 0;
17: while filtering done 6= 1 do
18: CI(1, :) = group temp;
19: CI(2, :) = HNPCal(CI(1, :));
20: Sort CI in descending order;
21: if CI(1, 1) == 0 AND CI 6= [] then
22: filtering done = 1;
23: end if
24: end while
25: group temp = CI(1, :);
26: if N(group temp).layerID == 2 OR

N(group temp).layerID == 3 then
27: if size(group temp) > 2 then
28: group temp = group temp(1 : 2);
29: end if
30: else
31: group temp = group temp(1 : 4);
32: end if
33: end while
34: end for
35: Coordinator publish group temp to each node.

of static nodes randomly located in this area. Considering the
nodes can support both CSMA/CA and scheduling protocol
through TSCH. Both techniques share R number of channels.
Devices can access to the network using either contention-
based CSMA/CA or scheduling-based TSCH.

To reduce hidden nodes probability, neighbouring nodes
with full detection among each other can be marked as a
group to share the same channel, which can help to avoid
HNP. As illustrated in Figure 3, two contention-based groups
are created, as well as a single node that is scheduled normally
through TSCH. Neighboring nodes (e.g. Group 1) are grouped
and scheduled to avoid hidden nodes common to the group
(e.g. Group 2). This allows the group to take advantage
of shorter CSMA transmission periods, while avoiding the
reliability hit from HNP.

However, the location information of each node is hardly
obtained by themselves as well as the coordinator. We con-
sider the location of each node is unknown by themselves,
an SCG approach is proposed then to group nodes aiming
at improving overall throughput of the whole network by
reducing hidden node probability at most. At the deployment
stage, the coordinator and nodes execute SCG approach by



Fig. 5: a) Throughput comparison for Grouping, 6TiSCH and CSMA in 300-node network at different source rate (left). b) PDR comparison for Grouping, 6TiSCH and CSMA in
300-node network at different source rate (right).

communication among each other using conventional TSCH
scheduling method. A initial flag is multi-cast by coordinator
to all nodes to initialize SCG calculation. The algorithm is
detailed in Algorithm 1, and its implementation details are
given as follows:

• Step 1: All nodes progressively multi-cast a signal with
ACK feedback to calculate their potential neighbours,
calculate a neighbour list, and forward the list to the co-
ordinator. The child node with least number of neighbors
is chosen as the start point. Hence, all the nodes which
are neighbors of that node, and have the same parent, can
be added in a temporary group list.

• Step 2: the HNP of each node in the temporary group
list is calculated and sorted in descending order.

• Step 3: the node with highest HNP is removed from the
temporary group list and HNP of all the nodes left in the
list is calculated again.

• Step 4: Step 2 and 3 are repeated until all the nodes in
the temporary group list are not hidden from each other
or the temporary group list is empty.

• Step 5: If the temporary group size exceeds the limit,
the most distant neighbors will be removed from the
temporary group list.

Fig. 6 shows the cumulative distribution function (CDFs)
of the number of collisions between conventional CSMA/CA
and the proposed SCG algorithm in a scenario with 300
nodes randomly located in a square area with a side length
of 100 meters. We can observe that around 99% collisions are
eliminated by using the proposed SCG algorithm.

B. Numerical Results and Evaluation

In this subsection, a simulation of large-scale multi-hop
network is conducted to evaluate the performance of the
proposed SCG algorithm using Matlab. The scheduler used for
group communication [13] is compared with a known 6TiSCH
scheduler [14], as well as unslotted CSMA/CA. We consider
a multi-hop mesh network with 300 nodes randomly located

Fig. 6: Comparing the CDFs of the number of collisions between conventional
CSMA/CA and the proposed SCG algorithm in a scenario with 300 nodes randomly
located in a square area with a side length of 100 meters.

in a square area with a side length of 100 meters. Packets are
periodically generated by each node, and the packet size is
fixed to 50 bytes. In CSMA/CA scenario, the IEEE 802.15.4
with OQPSK-DSSS is used, which can achieve 256 kbps,
and channel duration is set to 4 ms that is sufficient to serve
the generated packets. For TSCH, a standard 10 ms channel
duration is set according to [4]. Note that the communication
is assumed to be bi-directional and HNPs of both uplink and
downlink communication are taken into consideration.

Figure 5 illustrates both the throughput and PDR compari-
son among the three methods. The hidden node probability is
about 43%. When the source rate is low, both grouping and
6TiSCH can maintain high PDR while CSMA/CA has only
approximately 75% reliability due to severe collisions. The
throughput of both grouping and 6TiSCH methods increase
with the increase of source rate until they meet the upper
bound. Compared with the 6TiSCH method, the grouping
method can reach higher upper bound due to the reason that



Fig. 6: Collision Comparison between CSMA/CA and Grouping at different source rates in a 300-node scenario

it requires less control signalling. It can also be observed that,
due to the scheduling strategy, the 6TiSCH method can remain
the highest throughput even the source rate is keeping increase.
Accordingly, the grouping method also shows the similar trend
as the 6TiSCH method, which sheds light on that the HNP is
closely eliminated by the proposed SCG algorithm.

The number of collisions of each node in one simulation
episode is shown in Figure 6. It can be observed that, when the
source rate is low, both CSMA/CA and grouping methods have
rare collisions, while, when the source rate is high, CSMA/CA
method suffers from a significant collision situation.

IV. CONCLUSION

In this paper, we compared CSMA/CA and 6TiSCH via
system-level simulation and developed an SCG algorithm to
solve HNP in CSMA/CA networks. We evaluated that the HNP
limits the throughput and PDR of CSMA/CA due to collisions,
while the complexity of control signalling in 6TiSCH limits its
upper bound of throughput. The proposed SCG algorithm can
remarkably solve the problem of HNP that can approximately
double the throughput than that of 6TiSCH without reducing
its reliability. This is because, with the help of SCG algorithm,
neighbouring nodes are grouped with no HNP inside each
group, thus can delivery packets in an unslotted CSMA/CA
manner without degradation of HNP. The future work will
study the latency limitation of the grouping method CSMA/CA
based mesh networks.
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