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Abstract—Millimeter-Wave (mm-Wave) Radio Access Net-
works (RANs) are a promising solution to tackle the overcrowd-
ing of the sub-6 GHz spectrum, offering wider and underutilized
bands. However, they are characterized by inherent technical
challenges, such as a limited propagation range and blockage
losses caused by obstacles. Integrated Access and Backhaul
(IAB) and Reconfigurable Intelligent Surfaces (RIS) are two
technologies devised to face these challenges. This work ana-
lyzes the optimal network layout of RANs equipped with IAB
and RIS in real urban scenarios using MILP formulations to
derive practical design guidelines. In particular, it shows how
optimizing the peak user throughput of such networks improves
the achievable peak throughput, compared to the traditional
mean-throughput maximization approaches, without actually
sacrificing mean throughputs. In addition, it indicates star-like
topologies as the best network layout to achieve the highest peak
throughputs.

I. INTRODUCTION

Since its introduction in 3GPP Release 15, the millimeter-
Wave (mm-Wave) radio spectrum has been sought over as
a launchpad to reach previously unachievable transmission
rates for end users. With the prospect of bandwidths orders of
magnitude larger than the ones possible in LTE and 5G sub-6
GHz, combined with a sparsely used spectrum, this frequency
range has become very attractive to operators, vendors, and
researchers to answer the pressing issue of spectrum over-
crowding in sub-6 GHz and to give traction to innovation and
development in mobile radio communications [1], [2].
Moreover, the need for a more suitable frequency range for
high-speed/low-latency use cases spawns from numerous fore-
casts, which consistently predict an ever-increasing volume of
traffic consumed by mobile devices. As reported in [3], it is
expected that, by 2028, the total mobile traffic will increase
three-fold compared to 2023, and all of the data traffic growth
will come from 5G New Radio (NR) connections, leaving far
behind the usage of previous generations of mobile Radio
Access Networks (RAN), such as GSM (2G), UMTS (3G),
and LTE (4G).

The public expectation on mm-Wave frequencies must face
the inherent challenges of transmitting with limited prop-
agation range due to severe path loss and blockage loss
caused by obstacles at such a high frequency [4]. Suppose
an obstacle interrupts a mm-Wave radio link. In that case,
the high reflectivity of materials found in urban areas causes
the wave to be deflected in unwanted directions, reducing the
probability of being detected by the designated receiver [1].
One way to partially solve the propagation shortcomings

of mm-Wave frequencies consists in densifying the Radio
Access Network (RAN) by installing a greater number of
base stations in the considered area. This solution comes with
increased installation costs proportional to the desired level
of densification. Integrated Access and Backhaul (IAB), a
paradigm standardized yet in Release 16, can mitigate the
limitations of this approach. Backhaul links between base
stations are relocated from the more expensive underground
fiber cabling to the radio spectrum. In this way, all radio
links can be shortened by deploying simpler and cheaper
devices than full-fledged base stations. This process effectively
reduces path loss and, at the same time, can be less taxing
on the capital expenditure (CAPEX), saving up to 85% of
installation costs as there is no need for wired connections and
trenching [5]–[8]. Nevertheless, massive RAN densification
still represents a challenging topic spawning the search for
other alternative solutions.

The recent topic of metasurfaces, particularly Reconfig-
urable Intelligent Surfaces (RIS), is gaining momentum in
the mm-Wave research and industry community [9] to boost
throughput [10] and resilience to obstacle outages [11], [12].
RIS are planar surfaces made of small radiating elements and
have been proven cheaply mass-producible. RIS can steer the
impinging waves to any direction in their Field of View (FoV)
in a quasi-passive way (also addressing power consumption
concerns), and can exploit alternative radio paths that, as
previously mentioned, are mostly unavailable, managing to
turn around static obstacles (e.g., buildings) and limiting the
impact of sudden obstacles (e.g., vehicles and pedestrians).
The technologies above are promising enough to have been
an object of study in recent publications [13], [14], and a
detailed analysis is warranted to evaluate their impact on the
connectivity service from a networking perspective. This has
produced Mixed-Integer Linear Programming (MILP) models,
whose solutions mathematically describe how and where each
device should be installed to deploy a RAN that maximizes
a preselected indicator. This allows to unequivocally measure
the network performance and assess the contribution of these
new technologies. Traditionally, the mean user throughput has
been employed as the main parameter for network optimiza-
tion [15].

However, in [16], [17], it has been recently stated that
mobile data traffic of type video has increased from 53.72
(2021) [16] to 67.60% (2022) [17] of the total mobile traffic
and is set to keep increasing in the following years. Therefore,
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Fig. 1: RAN scenario with different types of obstacles.

it is time to evaluate different video traffic-friendly metrics
as the focus of optimization, even more so considering the
different propagation conditions of mm-Waves compared to
commonly used lower frequencies.
With such an abundance of bandwidth available in the
mm-Wave spectrum, ultra-high throughput transmissions will
transfer large data volumes in very-short time periods, which
will be then consumed in the idle period before the next large-
volume burst. A shorter occupation of the RAN resources
leads more users to transmit and receive at the maximum rate
available. Thus, peak user throughput becomes a potentially
crucial optimization parameter. In addition, speed tests are
now an extremely common tool to evaluate the quality of a
mobile operator; hence, maximizing the peak user throughput
will be very effective.

This work, to the best of our knowledge, is the first to
analyze how an urban RAN topology that is planned by
optimizing the peak user throughput compares against a more
traditional mean throughput approach. Under the optimality
guarantees of MILP models, we show that deploying a peak-
throughput optimal topology yields mean-throughput results
similar to traditional methods while significantly enhancing
the maximum achievable throughput, all at an equal installa-
tion cost.
The remainder of this paper is structured as follows: Section II
focuses on the detailed description of the components of the
considered network scenario, and Section III describes the
MILP network planning models used; Section IV compares
the results obtained by the conventional approach and our
proposal; final remarks in Section V conclude the paper.

II. SYSTEM MODEL

In this section, we provide a description of a RIS-
empowered mm-Wave IAB Radio Access Network, shown in
Figure 1. We describe in detail the main elements of such
networks, their behavior, and how they relate to each other in
the system model.

An IAB network consists of: User Equipments (UE) that
must be served; a single IAB Donor, a full-fledged Base
Station (BS) and the only node in the RAN cabled to the
rest of the network, and IAB Nodes, simple BS capable
of giving access to UEs and wireless relaying data from/to
other IAB Nodes. Backhaul links between IAB Nodes and
access links serving the UEs operate at the same frequency

range (in-band backhauling). An IAB network assumes a tree
topology, as in 3GPP specifications [18], enabling end-to-
end connections between the Donor and the UEs in a multi-
hop fashion. Due to space limitations, only downlink traffic
flow has been considered in this work. Nevertheless, simple
amendments can be added to straightforwardly extend it to
consider uplink traffic.

All links in the RAN use advanced beamforming to improve
propagation at the mm-Wave range: thus, given the narrow
nature of the beams, in concert with a half-duplex operation
mode of every device and a continuous Time Division Multi-
plexing (TDM) approach1, the impact of mutual interference
is typically minimal. Therefore, we consider interference
between different links negligible [19], [20].

The use of RISs in an IAB Network is mainly motivated
by their ability to impact EM propagation in order to improve
channel conditions in case of obstacles. RISs operate as
passive beamformers, capable of redirecting an incident radio
signal toward a desired direction. UEs can be served by a
single direct link from an IAB Node or by a Smart Radio
Connection (SRC), a triplet involving a UE and both an IAB
Node and a RIS. IAB Nodes are expected to dynamically
command and change SRC configurations [9] to activate the
reflection through the RIS, within their FoV, to improve
throughput during obstacle obstruction, and thus resilience to
obstacle blockage.

We adopt the mm-Wave channel model provided in [21],
which includes the effect of RISs, as well as the physical
characterization of the involved devices in the RAN (IAB
Donor, IAB Node, RIS, and UE). We consider nomadic
obstacles modeled as in [21], where the blockage probability
and blockage loss are calculated from Monte-Carlo simula-
tions and then fitted to derive a probability distribution. We
also consider the self-blockage zone, modeled as in 3GPP
specifications, which consists of a circular sector centered in
the UE position where the signal attenuation is increased to
model the effect of users’ body [22].

We consider static and nomadic obstacles. Static obstacles
(i.e., buildings) can be avoided during the network planning
phase so that IAB Nodes can be connected only if in Line-
of-Sight (LoS) conditions. Vice versa, the heights of nomadic
obstacles are typically smaller than those of IAB Nodes’ and
RIS’ installation sites, therefore their presence will affect only
access links from the access nodes (IAB Nodes and RISs) to
the UEs. For these reasons, we assume all backhaul links are
always in Line-of-Sight (LoS) conditions, and their capacity
(in Mb/s) is constant. On the other hand, access links can
be interrupted by nomadic obstacles, the user’s body, or both;
therefore, their average capacity is weighted by the probability
of being in every possible blockage state (including both direct
link and SRC links). Moreover, when an SRC is available,
only the best link between the direct IAB-UE and the reflected
RIS-UE is selected as the access link.

1We considered the timesharing resources to be allocated in a continuous
temporal frame instead of a real-scenario discrete resource block



III. MILP MODELS

We now detail two different MILP formulations to pro-
vide optimal IAB network topology: the Mean-Throughput
Formulation, a baseline formulation in which the objective
function maximizes the mean user throughput, and the Peak-
Throughput Formulation, an extension of the baseline, in
which the peak user throughput becomes the objective of the
maximization. Both formulations share a common notation,
defined as follows.

Adopting the standard approach used in the literature [23],
we define a set C of Candidate Sites (CS) where a network
device (the IAB Donor, an IAB Node, or a RIS) can be
installed over an urban area planned to be covered by a mm-
Wave network. Inside C, two CSs ĉ and c̃ are selected for the
installation of two fixed special devices: ĉ is always reserved
for the IAB Donor. In contrast, c̃ is a placeholder CS for a
”fake” RIS. This method lets the solver decide whether to
assign a real SRC (a BS, a UE, and a RIS) or a ”fake” SRC
(a BS, a UE, and the ”fake” RIS), thus a direct connection, to
each UE, without the need to introduce additional variables to
characterize the two different kinds of access connections. Test
Points (TP), centroids of traffic mimicking the geographical
distribution of UEs in the area, are represented by set T .

All physical characteristics of an SRC, such as SNR and
blockage loss, are encapsulated in the binary activation param-
eters ∆ and the achievable rate parameters C ∈ R+. Parameter
∆SRC
t,c,r equals 1 when an SRC can be established between TP

t ∈ T , an IAB device installed in c ∈ C, and a RIS in CS
r ∈ C. Similarly, parameter ∆BH

c,d indicates the availability
of the inband-backhaul link between IAB nodes c, d ∈ C.
When an SRC can be established, CSRCt,c,r is the weighted
average of capacities calculated in various states of blockage,
while CRISt,c,r ∈ R+ is the achievable rate of SRC (t, c, r)
when only the reflected path through the RIS is available.
Finally, CBHc,d ∈ R+ defines the capacity of a backhaul link
between two nodes c, d ∈ C. A minimum amount of demand
D, measured in Mb/s, must be served to each TP.

Every RIS has an associated azimuthal angle F , represent-
ing its Field of View (FoV), where both an IAB Node and
a TP must lie in to be able to use the RIS2. To evaluate
if two devices fall within the FoV of the RIS, parameters
ΦA
r,t,Φ

B
r,c ∈ [0, 2π] must be defined: the former represents the

angle between RIS r ∈ C and TP t ∈ T , and the latter the
angle between RIS r and BS c, with r, c ∈ C.

Finally, the selection of network devices to deploy is
constrained by budget B, and P IAB and PRIS are the prices
for IAB Nodes and RISs, respectively. The network planning
model’s solution consists in assigning a value to the decision
variables in Table I, as per the goal stated by the selected
objective function. Said variables determine which devices
will be installed and where (yDON

c , yIAB
c , yRIS

c ), how they will
be connected to each other (xt,c,r, zc,d), how much traffic
will flow through each link (fc,d, gt,c,r, wc), how the time

2The elevation angle of the FoV of the RIS is managed in pre-processing
given the fixed height of the involved devices in the planning scenario.

TABLE I: Decision variables for MTF and PTF

Variable Description
yDON
c ∈ {0, 1} Installation of IAB Donor in CS c ∈ C.
yIAB
c ∈ {0, 1} Installation of IAB Node in CS c ∈ C.
yRIS
c ∈ {0, 1} Installation of RIS in CS c ∈ C.

xt,c,r ∈ {0, 1} Activation of SRC (t, c, r), t ∈ T , c, r ∈ C.
zc,d ∈ {0, 1} Activation of backhaul link (c, d), c, d ∈ C.
fc,d ∈ R+ Traffic on backhaul link (c, d), c, d ∈ C.
gt,c,r ∈ R+ Traffic on SRC (t, c, r), t ∈ T , c, r ∈ C.
wc ∈ R+ Total traffic to the IAB Donor, c ∈ C.
tTX
c ∈ [0, 1] Transmission time ratio of BS installed in CS c ∈ C.
tRX
c ∈ [0, 1] Reception time ratio of BS installed in CS c ∈ C.
φc ∈ [0, 2π] Azimuthal orientation of RIS installed in CS c ∈ C.

PTF flow variables
fX
t,c,d ∈ R+ Extra traffic on backhaul link (c, d), c, d ∈ C.
gX
t,c,r ∈ R+ Extra traffic on SRC (t, c, r), t ∈ T , c, r ∈ C.
wX
t,c ∈ R+ Total extra traffic to the IAB Donor, c ∈ C.

resources of each BS are employed (tTX
c , tRX

c ), and how the
RIS will be oriented (φc).

A. Mean-Throughput Formulation (MTF)
The MTF is defined by the following objective and con-

straints:
max

∑
t∈T ,c,r∈C

gt,c,r (1a)

s.t.:

yIAB
c + yRIS

c ≤ 1, ∀c ∈ C, (1b)

yDON
c ≤ yIAB

c , ∀c ∈ C, (1c)∑
c∈C

yDON
c ≤ 1, (1d)

yRIS
c̃ ≥ 1, (1e)

yDON
ĉ ≥ 1, (1f)

zc,d ≤ ∆BH
c,d

(
yIAB
c + yIAB

d

)
/2, ∀c, d ∈ C, (1g)

xt,c,r ≤ ∆SRC
t,c,r

(
yIAB
c + yRIS

r

)
/2, ∀t ∈ T , c, r ∈ C, (1h)∑

c,r∈C

xt,c,r = 1, ∀t ∈ T , (1i)∑
d∈C

zd,c ≤ 1− yDON
c , ∀c ∈ C, (1j)

∑
c∈C\{ĉ,c̃}

(
P IAByIAB

c + P RISyRIS
c

)
≤ B, (1k)

wc +
∑
d∈C

(fd,c − fc,d)−
∑
t∈T
r∈C

gt,c,r = 0, ∀c ∈ C, (1l)

fc,d ≤ CBH
c,dzc,d, ∀c, d ∈ C, (1m)

Dxt,c,r ≤ gt,c,r ≤ CSRC
t,c,rxt,c,r, ∀t ∈ T , c, r ∈ C, (1n)

wc ≤MMAXyDON
c , ∀c ∈ C, (1o)

tTX
c =

∑
d∈C

fc,d
CBH
c,d

+
∑
t∈T
r∈C

gt,c,r
CSRC
t,c,r

, ∀c ∈ C, (1p)

tRX
c =

∑
d∈C

fd,c
CBH
d,c

, ∀c ∈ C, (1q)

tTX
c + tRX

c ≤ yIAB
c , ∀c ∈ C, (1r)∑

t∈T
c∈C

gt,c,r
CRIS
t,c,r

≤ yRIS
r , ∀r ∈ C \ c̃, (1s)

φr ≥ ΦA
r,t − F/2− 2π(1− xt,c,r), ∀t ∈ T , c, r ∈ C \ c̃, (1t)



φr ≤ ΦA
r,t + F/2 + 2π(1− xt,c,r), ∀t ∈ T , c, r ∈ C \ c̃, (1u)

φr ≥ ΦB
r,c − F/2− 2π(1− xt,c,r), ∀t ∈ T , c, r ∈ C \ c̃, (1v)

φr ≤ ΦB
r,c + F/2 + 2π(1− xt,c,r), ∀t ∈ T , c, r ∈ C \ c̃. (1w)

The MTF objective function (1a) maximizes the sum-
throughput of all UEs3.

Deployment constraints (1b-1f): Constr. (1b) guarantees
mutual exclusivity between IAB Nodes and RISs in a specific
CS c ∈ C, constr. (1c) enables the possibility of an IAB Node
to be promoted to a Donor, constr. (1d) guarantees at most
a single Donor, while constr. (1e) and constr. (1f) install the
”fake” RIS and the Donor in c̃, ĉ ∈ C, respectively.

Link-Activation constraints (1g-1j): Constr. (1g) activates a
backhaul link between two CSs c, d ∈ C if both of them have
an IAB Node installed and the physical characteristics of the
potential link are favorable (∆BH

c,d = 1). In the same way,
in (1h), an SRC is activated if a BS is installed in c and a
RIS in r, and binary parameter ∆SRC

t,c,r is equal to 1, c, r ∈ C.
(1i) forces each TP to be served by a single SRC, and (1j)
guarantees the deployment of a tree topology.

Budget constraint: Constr. (1k) limits the acquisition of
devices to the budget B4.

Flow constraints (1l-1o): Const. (1l) guarantees flow bal-
ance at any BS in the tree, const. (1m) upper bounds backhaul
link flows to link capacities, const. (1n) imposes both the
minimum demand D and the limit of maximum SRC capacity.
Finally, constr. (1o) limit the traffic entering the RAN from the
Core Network, under the assumption that this quantity cannot
be more than the capacity of the best-performing link coming
out of the Donor, indicated by MMAX. Note that, although not
strictly necessary, these types of constraints help reduce the
solution time by tightly shaping the solution space.

Resource-sharing constraints (1p-1s): Constr. (1p) defines
the timeshare (assuming 1 to be 100% of the available
time) dedicated to transmission for any BS (in both the
access and backhaul phases). Similarly, constr. (1q) defines
the reception timeshare. Constr. (1r) enforces half-duplex
operation mode considering both transmission and recep-
tion timeshares, while constr. (1s) manages the timeshare
of a RIS installed in CS r ∈ C among different SRCs
{(t1, c1, r), · · · , (tn, cn, r)}, t1 · · · tn ∈ T , c1 · · · cn, r ∈ C.

RIS-orientation constr. (1t-1w): These constraints set the
value of the orientation variable φc dependent according to
the angles between the involved devices and force angles of
reflection links to lie within the FoV of the RIS, if any.5

B. Peak-Throughput Formulation (PTF)

The Peak-Throughput Formulation extends the Mean-
Throughput formulation by adding some variables and con-

3The value of the objective function is divided by |T | in post-processing
to obtain the mean user throughput.

4This constraint makes sure not to consider in the budget the IAB Donor
(which is a fixed cost and thus not included in the variable budget) and
the ”fake” RIS (which is not an actual device but rather a way to keep the
formulation compact and easy to manage).

5These constraints do not affect the status of the ”fake” RIS, since it is
not an actual device and does not need an orientation.

straints. The other parts of the model are inherited from the
previous formulation.

As mentioned in Section I, when users manage to establish a
peak-throughput connection, the event is akin to a traffic burst,
characterized by short duration and no correlation with other
users’ traffic. For this reason, the allocation of the extra traffic
enabled by the peak-throughput is fundamentally different
from the average traffic demand gt,c,r, and must be modeled
with a distinct approach. While being routed on different links
from the IAB Donor to the final UE, the average demand gt,c,r
for SRC (t, c, r) shares the same time resources with all the
other SRCs in its path. The extra traffic gX

t,c,r, on the other
hand, does not share the resources with the other SRCs, but
is allocated as if any considered UE is the only one in the
network and can reserve all the capacity that is not used by
the guaranteed traffic gt,c,r.

The extra traffic of an SRC (t, c, r) is defined by the spare
capacities of the links in its route from the IAB Donor to the
UE; its value is the one of the BS with the least resources
available (bottleneck BS). The timeshares which are already
reserved for the mean-throughput traffic of all UEs are still
guaranteed by constraints (1p-1s) and thus remain untouched.

Therefore, we add further flow variables to capture peak-
throughput traffic. They are listed in Table I. This model does
not need to maximize the mean user throughput; all instances
of variable gt,c,r in MTF (in constraints 1l,1n,1p, and 1s) can
be replaced with Dxt,c,r, resulting in a leaner formulation.
Objective function and constraints characterizing PTF are:

max
∑

t∈T ,c,r∈C

gX
t,c,r (2a)

s.t.:

wX
t,c +

∑
d∈C

(
fX
t,d,c − fX

t,c,d

)
−
∑
r∈C

gX
t,c,r = 0, ∀t ∈ T , c ∈ C, (2b)

fX
t,c,d ≤ CBH

c,dzc,d, ∀t ∈ T , c, d ∈ C, (2c)

gX
t,c,r ≤ CSRC

t,c,rxt,c,r, ∀t ∈ T , c, r ∈ C, (2d)

wX
t,c ≤MMAXyDON

c , ∀t ∈ T , c ∈ C, (2e)

∑
r∈C

gX
t,c,r

CSRC
t,c,r

+
∑
d∈C

fX
t,d,c

CBH
d,c

≤ yIAB
c − tTX

c − tRX
c , ∀c ∈ C, t ∈ T , (2f)

∑
d∈C

(
fX
t,d,c

CBH
d,c

+
fX
t,c,d

CBH
c,d

) ≤ yIAB
c − tTX

c − tRX
c , ∀c ∈ C, t ∈ T , (2g)

∑
c∈C

gX
t,c,r

CRIS
t,c,r

≤ yRIS
r −

∑
τ∈T
c∈C

Dxτ,c,r
CRIS
τ,c,r

, ∀r ∈ C \ c̃, t ∈ T . (2h)

The objective function (2a) maximizes the sum of the
users’ peak throughputs instead of the mean throughput of
the previous formulation. Constr. (2b), similar to constr. (1l),
imposes the flow balance of the extra traffic routing through
the tree; constr. (2c-2e) are the counterparts of capacity-related
constr. (1m-1o), but involving the peak-throughput traffic.
Finally, constr. (2f-2h) respectively model the BS’ timeshare
assigned to peak-throughput traffic for a BS involved in an
SRC (2f), for a BS only involved in peak-throughput traffic
backhauling (2g), and for a RIS (2h).



C. Peak-Throughput Heuristics

The additional complexity introduced by peak-throughput
traffic resulted in a formulation that was too hard to be
solved in a reasonable amount of time (e.g., a single instance
reached an unsatisfactory optimality gap of 30% in one hour);
therefore, we have developed a heuristic approach to speed up
solving time while keeping a high level of quality of solutions.
The technique consists in reducing the MMAX parameter,
representing the highest-capacity backhaul link of the IAB
Donor, to a fraction of its actual value, a sort of forced
bottleneck approach. This adjustment significantly reduces the
solution space, speeding up the branch-and-cut phase of the
solution search.

This heuristic approach has been validated by comparing
its results to those of the exact formulation in a set of
smaller scenarios. Due to space limitations, we do not report
the complete performance analysis. Nevertheless, the two
approaches produced very similar performance trends; the
heuristic approach reduces the solution time to an average
of 6 seconds within a gap smaller than 5%.

IV. RESULTS

In this section, we will compare the performances of
the network scenarios optimized according to the mean-
throughput formulation (MTF) against the ones obtained by
applying the peak-throughput formulation (PTF), solved using
the heuristic approach in Section III-C. We first investigate
mean and peak throughputs achieved by both formulations,
then we compare topological aspects to obtain a comprehen-
sive performance analysis of the strengths and weaknesses of
each model. The solutions are also iterated over progressively
increasing values of the available budget to observe how much
CAPEX will impact the quality of the solutions found.

The instances subject to network planning optimization are
defined by a 150m radius hexagonal cell deployment area
centered around a randomly chosen point within a full 3D
representation of the metropolitan area of Milan [24], which
includes buildings as opaque static obstacles of an actual
urban scenario. The installation of the IAB Donor is fixed
to the leftmost vertex of the hexagon; 25 CSs and 15 TPs are
then randomly placed in the area according to surrounding
buildings. The IAB Donor and the IAB Nodes are composed
of three 120◦ sectors with 16x12 element panel arrays (12x8
for the IAB Node) and a 58dBm EIRP (51dBm for the IAB
Node), a carrier frequency of 28GHz and a bandwidth of
200MHz. The UEs are modeled as a 2x2 antenna array.
RISs are made of 100x100 passive elements in a rectangular
array, with a FoV of 120◦. All devices have λ

2 spacing in
both directions between elements. The IAB Donor is set at
a 25m height, the IAB Nodes at 6m, the RISs at 3m, and
the UEs at 1.5m. The price of IAB Nodes is normalized
at 1 unit of cost, while the expected inexpensive production
process of RISs compared to IAB Nodes is encapsulated in
a price ten times smaller at 0.1. The total available budget
spans from 6 to 20 units, with steps of 0.2. Minimum UE
demand is fixed at 150Mbps. All the link capacities are
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Fig. 2: Device installation and throughput sensitivity to budget
variation.

computed according to Shannon’s capacity. All the results
are averaged over 80 random deployment instances generated
through MATLAB and solved with IBM ILOG CPLEX. The
maximum optimality gap between the feasible solutions found
and their respective continuous relaxation upper bound is fixed
at 5%.

A. Performance Comparison

Figure 2a shows how RIS usage is more prominent in the
MTF planning (dashed blue curve), where, on average, four
RIS are installed in each cell; in PTF (dashed yellow curve),
instead, RIS reduces to about 2 per scenario, indicating that
they are not suitable devices to increase peak throughput. As
for IAB Nodes, the two models perform in the same way up to
around 10 units of budget. Beyond that point, MTF (solid blue
curve) tends to buy more IAB Nodes compared to PTF (solid
yellow curve). In Figure 2b, the metrics driving the whole
optimization are shown: the solid lines represent the mean
throughput achievable in cells planned with MTF (blue) and
PTF (yellow), while the dashed lines indicate the related peak
throughput. It is clear from these results that even if PTF’s
results derive from a heuristic approach, peak throughputs in
PTF-planned layouts gain more than 150Mbps compared to
those of the same scenarios planned with MTF, while at the
same time obtaining a similar mean throughput. Remarkable
is the fact that there is no need to increase the available budget
significantly above 12 units since the mean throughput is
almost constant throughout the plot, and the peak throughput
does not show meaningful improvement, further increasing the
budget.
These results show that the PTF-planned networks obtain
a quasi-optimal mean throughput (i.e., like MTF planning)
while notably improving the peak throughput for the users,
so they can fully exploit the entire capacity of the RAN.

B. Topology Features

In this subsection, we investigate how the different through-
put performance reflects in a different network topology
generated by the two formulations. Since the IAB network is
intrinsically connected to the concept of multi-hop forwarding,
it is important to check the average path depth of the tree
from the IAB Donor to a generic UE, measured in number
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Fig. 3: Multi-hop and Donor degree sensitivity to budget
variation.

of hops. Together with the depth, another relevant aspect of a
tree topology is its degree, that is, how many subtrees spawn
from each node. In particular, the degree of the root node (the
IAB Donor) can be used as a metric to evaluate how close
to a star topology the RAN is. In Figure 3a, PTF obtains a
consistently smaller average number of hops per user than
MTF, indicating that its trees must be shallower than those
generated by MTF. The degree of the Donor is shown in
Figure 3b. PTF not only assigns the Donor more incident
links than MTF, but the two curves have opposite trends as the
available budget increases: PTF gets closer to a star topology,
while MTF departs from it. As a proof of concept, we report
in Figure 4 an instance with a significant difference between
the peak throughput obtained by the two models; it is evident
how PTF (Figure 4b) selects star-like topologies compared
to MTF (Figure 4a). For completeness, we include the same
instance, shown from a three-dimensional isometric view in
Figure 5.

V. CONCLUSION

In this paper, we analyzed the potential of mm-Wave IAB
RANs equipped with RISs to provide peak and mean through-
put traffic. Our analysis has demonstrated that optimizing the
network layout of mm-Wave RANs integrated with IAB and
RIS considering the peak user throughput can significantly
improve the achievable peak throughput in realistic urban sce-
narios compared to the traditional mean-throughput approach.
In addition, these layouts can guarantee a mean throughput
comparable with the one achievable via traditional planning
approaches.
Network layouts must move towards shallow star-like topol-
ogy to pursue peak throughput maximization. This has im-
portant practical implications for developing and deploying
next-generation networks, particularly in urban environments,
where the demand for ultra-high-speed connectivity is rapidly
increasing.
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Fig. 4: Topology comparison of the two formulations from
the top.
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