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Abstract—Neural synchronization plays a crucial role in cog-
nitive functions and in performing tasks as it facilitates the
transmission of information among the various brain subregions,
and thus their communication. In this paper, we use an approach
for analyzing and quantifying the emergence of synchronization
patterns used previously in the study of data from toy dynamical
models, in neurophysiological signals from a macaque monkey
and particularly, from prefrontal-cortex intracranial recordings.
Specifically, we study the emergence of synchronization patterns
in neural ensembles recorded in the macaque brain while the
monkey is performing the same delayed saccade task successfully
for a number of times. We quantify the emergence of chimera-
like states, metastability and coalition entropy in the recordings
coming from intracranial arrays implanted in the macaque’s
brain. Our results show the emergence of spatio-temporal co-
existing patterns of synchronized and desynchronized behavior,
termed chimera-like states with small metastability during the
stage where the target and the distractor appears on the screen
and when the go cue appears on the screen for the monkey to
report, namely the two most crucial stages of the trials to be
termed successful. Finally, we perform a statistical hypothesis
test on the calculated quantities over the successful trials and
demonstrate that our findings are statistically significant in the
sense that they cannot be attributed to randomness.

I. INTRODUCTION

In the last years, many studies have tried to decode neuro-
physiological data using information from temporal represen-
tations. For example, the authors in [1], decoded the firing-
rate activity of cortical neurons to predict the 3-dimensional
movement of neuroprosthetic devices and in [2], multifractal
attributes of electroencephalographic (EEG) recordings were
used to predict movement during a motor imagery task.

A well-known approach for decoding neurophysiological
data is by utilizing information from the spectral domain.
Particularly, McFarland et al. in [3], used the mu and beta
rhythms of EEG signals from human brains. In this experi-
ment, the participants managed to successfully move a cursor
in a 3-dimensional virtual environment. Further, the authors
in [4] used spectral features from electrocorticographic signals
(ECoG) of patients with intracranial implanted electrodes to
move successfully a cursor on a computer screen.

The use of information from different domains has also been
investigated as a means to improve results. In [5], both power
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spectra features of Local Field Potentials (LFPs) and firing-
rates of Multi-unit Spikes (MSPs) from the brain of a macaque
were used to train the monkey to move a cursor towards a
target on a computer screen. In a more ambitious study [6],
Event-Related Potentials (ERPs) and EEG spectral features
were combined to decode the direction of movement.

Here, we use neurophysiological LFP signals recorded with
intracranial implanted electrodes in the brain of a macaque
monkey (i.e. prefrontal-cortex intracranial recordings) when
performing a delayed saccade task for 240 successful trials
[7], and compute the corresponding phase synchronization
among the brain subregions with implanted electrode arrays.
In this context, a trial is successful if the monkey remembered
correctly the location of the target in which case it received
food as a reward. We use the chimera-like y and metasta-
bility A indices, and coalition entropy H. [9] to study the
emergence of spatio-temporal phase-synchronization patterns
(i.e. chimera-like and metastable states) in the various time
windows of the 240 trials. The emergence of spatio-temporal
phase synchronization patterns among oscillators where first
reported by Kuramoto et al. [10]. In this study, the coexistence
of coherence and incoherence in the dynamics of non locally
coupled phase oscillators was observed and was later termed
chimera states [11].

Since then, there has been increasing interest in chimera
states and it has been shown that they are not only limited
to phase oscillators, but can also appear in neural systems.
Potential application of chimera states in nature include bump
states in neural systems and the phenomenon of unihemi-
spheric sleep in birds and dolphins, which sleep with one eye
open, meaning that half of the brain is synchronized while
the other half being desynchronized. This can be relevant to
studies of synchronization in community-based networks.

In [12], the use of a model of phase-coupled oscillators
assigned to cortical areas in the cerebral cat cortex was used
to investigate the transient and global synchronization. The
authors in [13] studied metastable chimera-like states in mod-
ular networks inspired by the connectome of the C.Elegans soil
worm and in [14], Santos et al., inspired by the cerebral cat
cortex, considered a network where the local dynamics is given
by Hindmarsh-Rose systems and investigated the emergence



of chimera-likes states. A remarkable result from this study is
the observation of two types of chimera-like states: a spiking
chimera-like state with desynchronized spikes, and a bursting
chimera-like state with desynchronized bursts. The work in
[15] compares the presence of chimera-like states between two
different network topologies, an empirical structural network
connectivity derived from diffusion-weighted magnetic reso-
nance imaging and a mathematically constructed network with
modular fractal connectivity properties.

In this paper, building on these previous works, we seek to
study the emergence of spatio-temporal coexisting patterns of
synchronized and desynchronized behavior, termed chimera-
like states, in neurophysiological signals from a macaque
monkey and particularly, from prefrontal-cortex intracranial
recordings [7].

II. EXPERIMENTAL SETUP

The macaque was trained to perform a delayed saccade task
[7]. Electrode arrays of 16- and 32-channels (256 in total),
were implanted in the monkey’s brain (see fig. 1(b)). The
arrays covered the Lateral Prefrontal Cortex and Frontal Eye
Fields areas of the monkey’s brain.

During the delayed saccade task, the monkey was placed
in front of a monitor displaying a grid (see fig. 1(a)). There
were 320 trials in total among which 240 successful in the
sense that the monkey remembered correctly the location of
the target and thus, received food as a reward. Each trial began
when the monkey fixated on the fixation point in the center
of the grid. The monkey had to remain fixated throughout
the trial until the fixation point on the screen disappeared. In
fig. 1(a), we present the various time windows in the trials and
their corresponding duration. Particularly, a target (red square)
was presented for 300ms in a random place inside the grid in
the monitor, called the Target Stimulus Display (TSD). TSD
was followed by a Is delay (D1). A distractor (green square)
was then presented for 300ms (termed the Distractor Stimulus
Display (DSD)), followed by a another 1s delay (D2). After
D2, the fixation point disappeared from the monitor which was
the go cue for the monkey to report the location of the target
using an eye movement. If the monkey remembered correctly
the location of the target, it was rewarded with food and the
trial was successful. The next trial was then started right after
the end of the previous trial.

III. MATERIALS AND METHODS

The 256 channels are grouped in 8 groups of 32 channels
each. The grouping of the channels corresponds to the brain
subregions of the macaque as shown in fig. 1(b). Furthermore,
the data of the channels were split, for all successful trials, into
four time windows (TSD, D1, DSD and D2) which correspond
to the time windows in the delayed saccade task. The wideband
signals were bandpass-filtered between 20Hz and 60Hz to
extract the LFPs [8].

Next, we studied the emergence of phase-synchronization
patterns among the 8 brain subregions for the successful trials.
The goal here was the identification of the time windows in

which chimera-like states might spontaneously emerge. To this
end, we extracted the instantaneous phase of each channel
for all successful trials employing the Hilbert transform in
Matlab and calculated the average order parameter p [10]
over the channels in each brain subregion for the 4 time
windows of interest (namely, TSD, D1, DSD and D2), for
all successful trials. At the end, we calculated the chimera-
like x and metastability A indices, and coalition entropy H.
[9] for each time window and successful trial.
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Fig. 1. Experimental setup. Panel (a): The time windows in the trials and
their durations in ms. Panel (b): The locations of implanted electrodes in the
macaque’s brain and their labels (Macaque’s brain subregions column). Both
panels were recreated from [7].

A. The Hilbert Transform

A traditional approach for the computation of the instan-
taneous phase of a signal is the use of the Hilbert transform
(HT). The HT g(t) of a signal y(¢) can be calculated by

1 o0
i =1 [ Mar <1>

Combining the initial signal y(¢) and the output of the HT
9(t), one gets the analytic representation of the signal

Y(t) = y(t) +iy(t), 2)
where i? = —1. The analytic signal is a complex number and
can be expressed as

Y(t) = A(t)e'*®), 3)

where A(t) is the amplitude and ¢(t) the instantaneous phase
of the signal at time ¢. We use the instantaneous phase ¢(t) to
compute p [10], the chimera-like x and metastability A indices,
and coalition entropy H, [9].

B. Order parameter p

The order parameter p quantifies the synchronization among
the 8 subregions in the macaque’s brain (see fig. 1(b)).
Particularly, it can be calculated by

1,
p(t) =5 2™, (4)
j=1

where ¢;(t) is the instantaneous phase of channel j and N
the number of channels considered. In our case, each brain



subregion comprises N = 32 channels. According to Eq. (4), p
takes values in [0, 1], whereby p = 1 corresponds to complete
synchronization and p = 0 to complete desynchronization.

C. Metastability index \

Following [9], A quantifies the level of metastability in the
system. By metastability, we mean how much phase-synchrony
varies in each brain subregion over time, and can be calculated
by

A= <O'met>cma (5)
where
1 I
Omet(m) = T_-1 Z(Pm(t) - <Pm>T)2 (6)
t=1
and 7T is the time length of the data. In Eq. (5), (), is the
set of all 8 brain subregions and m = 1,2,...,8. For a

given subregion, the variance o,,¢:(m) of p,,(t) over all time
steps, quantifies the variation in time of the synchrony in the
subregion. Averaging over all 8 brain subregions in Eq. (5),
we obtain )\, an index of the metastability in the data from the
macaque’s brain subregions. In our study, we normalize A in
[0,1] to compare with x.

D. Chimera-like index x

Following again [9], x quantifies how chimera-like the data
are in time, meaning how much phase-synchrony varies over
the brain subregions at each time ¢. It can be calculated

X = (Tchi)r (7N
where,
1 M
oani(t) = 57— D (om(t) = (pm)ap)? ®)
m=1

and M = 8 is the number of brain subregions. In Eq. (8),
ochi(t) is an instantaneous quantity that gives the variance of
Pm/(t) over all M = 8 brain subregions at time ¢. Taking the
average of o.p;(t) in time, indicates how chimera-like the data
are in time. In our study, we normalize x in [0, 1] to compare
with the normalized A. In the next, we use the normalized y
and A values in [0, 1] to compare.

E. Coalition entropy H,.

H_ is the coalition entropy of the system and quantifies how
repeatedly the system visits the same metastable chimera state
or has a large variety of metastable chimera states it is visiting
[9]. It is defined by

1

H=—-———— s)lo S 9
c 1Og2|5|§p<> g (p(s)), ©)
where S is the set of distinct coalitions generated by the system
and p(s) the probability of coalition s to arise at any given
time ¢. We define a coalition s to arise at time ¢ if p.(t) > v
for all ¢ € s, where v = 0.8 is a synchronization threshold. H .
is normalized to the interval [0, 1]. If all possible coalitions are
equiprobable, H, is maximized (i.e. H. = 1). In contrast, if
the system resides permanently in the same state which means

that only one coalition arises, then H. = 0.

IV. RESULTS

In fig. 2, we show the mean and standard errors of the
normalized x values over the 240 trials for the time windows
TSD, D1, DSD and D2. The biggest average x appears for
windows D1 and D2. On the other hand, TSD and DSD have
the lowest average chimera-like indices. In the transition from
TSD to DI and from DSD to D2, these averages tend to
increase. We also run paired ¢-tests for the time windows to
study the statistical significance over the 240 successful trials
and revealed that the average normalized x were significantly
higher for these two transitions, especially for the one from
DSD to D2. This signifies their statistical significance and thus,
cannot be attributed to randomness.
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Fig. 2. The mean values and standard errors of the normalized average x
among all trials for time windows TSD, D1, DSD and D2 (with p < 0.05
(*); p < 0.005 (¥%); p < 5x 1072 (¥#%); p < 5 x 10710 (####)) Note that
the horizontal lines with the stars denote the pairs used in the ¢-tests along
with their corresponding p-values for their statistical significance.

Similarly, fig. 3 shows that the highest averaged normalized
metastability indices are attributed to the TSD and DSD time
windows. In contrast, D1 and D2 have the lowest averaged
metastability indices. Here, we see a decreasing trend for the
averages A for the transitions from TSD to D1 and from DSD
to D2. The paired t-tests for the time windows also revealed
that these indices were significantly low for both transitions
and signify their statistical significance, meaning they cannot
be attributed to randomness.
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Fig. 3. The mean values and standard errors of the normalized average A\
among all trials for time windows TSD, D1, DSD and D2 (with p < 0.05
(%); p < 0.005 (¥%); p < 5x 1072 (¥#%); p < 5 x 10710 (###x)), Note that
the horizontal lines with the stars denote the pairs used in the ¢-tests along
with their corresponding p-values for their statistical significance.

In agreement with figs. 2 and 3, fig. 4 shows that the highest
averaged H . appears again for D1 and D2. On the contrary, the
lowest values appear for the TSD and DSD time windows. The
paired ¢-tests also revealed that the H . values are significantly
higher in D1 and D2 and cannot be attributed to randomness.



Low H., signifies that the system resides closer to the same
state whether fully synchronized, fully desynchronized, or
any sort of chimera-like state, in contrast to a higher value
which shows the system repeatedly visits a larger repertoire
of metastable chimera-like states.
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Fig. 4. The means and standard errors of the average H. among all trials
for all four time windows TSD, D1, DSD and D2 (with p < 0.05 (*); p <
0.005 (¥*); p < 5 x 1075 (¥#%); p < 5 x 10710 (#*¥*)) Note that the
horizontal lines with the stars denote the pairs used in the t-tests along with
their corresponding p-values for their statistical significance.

The results in figs. 2, 3 and 4 imply that time windows D1
and D2 are characterized by weakly metastable, chimera-like
states, whereas TSD and DSD, mainly by metastable states.
In D1 and D2, the system repeatedly visits a larger repertoire
of weakly metastable chimera-like states whereas in TSD and
DSD, it resides closer to the same metastable state.

Finally, fig. 5(a) shows a snapshot of the 256 phases grouped
by their corresponding brain subregions, where coherent and
decoherent subregions coexist. Particularly, channels in subre-
gions 1, 2, 3, 6 and 8 have their phases synchronized (coherent
group) whereas channels in groups 4, 5 and 7 have their
phases desynchronized (decoherent group). The coexistence of
a spatio-temporal coherent and decoherent group of channels
is the manifestation of chimera-like behavior. For comparison,
panel (b) shows a snapshot where the phases are all desyn-
chronized.

(a) 8 (b) 8
5 o 3 o
? :’ o® "..o 7 ° .: 7
o .
2{ X SA0T e 2{ .. .
- oo XY
° ° 6 . L] 6
o1 . o1 [ YY) ° %%
a o M
g 5§ |Ta 2% [
50 §0] % 3 5.
£ . 4 £ ol o ¥ o 4
£ o) . S o0
Z1 21 D
£ £ o
. 3 K 3
2 o 2 °
> 2 3 2
. )
-3 . . 3 . 1
0 50 100 150 200 250 1 0 50 100 150 200 250

Channel index Channel index

Fig. 5. Panel (a): A snapshot of instantaneous phases ¢ showing coexistence
of coherent and decoherent groups of phases in the macaque’s brain subre-
gions. Panel (b): A snapshot of desynchronized instantaneous phases ¢ in the
various macaque’s brain subregions. Note that in both panels, the horizontal
axis is the index of the channel and the vertical the instantaneous phases ¢
(in radians). The color-codes on the right represent the 8 groups of channels
mapped according to the 8 brain subregions in fig. 1(b).

V. DISCUSSION

In this work, we sought to study the emergence of chimera-
like states in the macaque brain composed of cortical sub-
regions while the animal was performing a delayed saccade

task many times. To do so, we used the chimera-like and
metastability indices, and coalition entropy for the successful
trials and split the data in 4 experimentally relevant time
windows.

Our results show that time windows D1 and D2 are char-
acterized by weakly metastable chimera-like states, whereas
TSD and DSD mainly by metastable states. In D1 and D2,
the system repeatedly visits a larger repertoire of weakly
metastable chimera-like states whereas in TSD and DSD, it
resides closer to the same metastable state.

Our work shows the presence of chimera-like states in the
recorded data from the macaques’ brain in D1 and D2 time
windows. We observed the emergence of weakly metastable
chimera-like states after the presentation of the stimulus in
the screen with the metastability index to decrease to lower
values after the stimulus. Our findings suggest that metastable
chimera-like states emerge in the delay periods D1 and D2,
after the display of the stimuli.
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