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Abstract – This paper presents the first comparative 

analysis of frequency support provided by a large-scale 

bulk energy storage system (ESS) against distributed ESS 

in a large meshed network. In IEEE 16 machine network, 

30% of synchronous generation is replaced by renewables 

(RES).  The analysis is further extended to investigate the 

effect of increased penetration of RES and reduction in 

inertia by decreasing synchronous generation at low 

network loading conditions for both types of ESS ar-

rangements. 

Keywords: Large-scale energy storage, distributed 

storage, frequency excursions, frequency nadir  

1.  INTRODUCTION 

 

Maintaining the frequency of electric power systems 

at its nominal value requires a balance between power 

generation and power consumption.  A certain amount 

of active power, generally termed frequency control 

reserve, is kept available to implement this control. The 

positive frequency control reserve supplies active power 

to compensate for a drop in the frequency. The deploy-

ment of negative frequency control reserve helps to 

lower the frequency. 

Three levels of control are generally used to keep the 

balance between load and generation [1-4]. Primary 

frequency control is a local automatic control that 

regulates the active power generation to counteract 

frequency variations [2, 5].  In particular, it is planned 

to stabilize the frequency following large generation or 

load outages. All synchronous generators are fitted with 

speed governor system to perform this control automati-

cally. It is thus essential for the stability of the power 

system. 

Secondary frequency control is an automatic 

centralized  control that adjusts the frequency to the 

specified nominal value and maintains power flow 

between two areas at the scheduled values by adjusting 

the output of selected generators [2, 4].  In other words, 

primary frequency control limits frequency excursions 

and secondary frequency control brings the frequency 

back to its nominal value.   

Tertiary frequency control includes manual changes 

in the dispatching and commitment of generating units. 

This control is used to restore the primary and 

secondary frequency control reserves, to deal with 

congestions in the transmission network, and to bring 

frequency back to nominal value when secondary 

control is unable to complete this task. 

  One of the essential features of the low-carbon elec-

tric power system is the high penetration of renewable 

energy sources. Wind generation is a major technology 

of generating electric power with zero carbon dioxide 

emission. It is predicted that by 2020 the total world-

wide power generated by wind generation would be 

more than 400 GW which can supply about 12% of total 

worldwide electricity demand [6]. 

In new wind power installations Type 3 doubly fed 

induction generators (DFIGS) and Type 4 full converter 

connected generators have replaced the older constant 

speed squirrel cage induction generators [7]. Normally, 

variable speed wind turbines do not contribute to system 

inertia since the rotor of the variable speed wind 

turbines is running at a variable asynchronous speed and 

thus not sensitive to the change of system frequency [8, 

9]. The continuous replacement of synchronous genera-

tion by renewable energy sources reduces the inertia of 

the system and primary frequency response provided by 

governors [10-12]. Therefore, frequency regulation has 

been the focus of many studies during last decade [10, 

12, 13].  

Studies are performed by National Grid, UK trans-

mission operator, to investigate the effect of reduced 

inertia on the rate of change of frequency during large 

active power disturbances. An equivalent model of UK 

was used to analyze the frequency response at various 

inertia levels. The obtained results validated that inertia 

levels of the network significantly affect the rate of 

change of frequency in UK power networks [14]. 

Lawrence Berkeley National Laboratory California 

performed studies to assess the level of renewable 

resources that can be reliably added to the power grid. 

The results show that lower system inertia would 

increase the requirements for primary frequency control 

reserves to arrest frequency at the same nadir following 

the sudden loss of generation [15].    

   Research results and practical installations have 

demonstrated that energy storage system (ESS) can 

provide frequency regulation [16-18]. Many studies are 

performed to determine the optimal capacity and place-

ment of ESS based on economic analysis [18-20].  A 

number of publications proposed methodologies for 

optimal capacity and placement by considering network 

constraints with DC and AC power flow.  

This paper provides the first detailed analysis of the 

system frequency in a large meshed network with 30% 

mailto:atia.adrees@manchester.ac.uk
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Fig. 1:16 machine, 68 bus test system with 30% renewables in each area and energy storage systems 

 

renewable energy sources. Case studies investigate the 

frequency response of the system without ESS and with 

a large scale bulk ESS and distributed ESS of the same 

capacity. These studies demonstrate the difference in 

frequency support depending on the EES arrangement. 

Studies are performed for two loading levels of the 

network. For lower loading level, the total generation in 

the network is reduced by making some of synchronous 

generation offline. This decreases the amount of online 

synchronous generation resulting in a reduction in 

system inertia and increases the % penetration of re-

newables.These studies clearly establish the effect of 

reduction in inertia due to increased penetration of 

renewables and extent of the frequency support provid-

ed by the large scale bulk and distributed ESS. 

 

2. TEST NETWORK 

The test system is a modified version of a reduced 

order equivalent model of New England Test System 

(NETS) and New York power system (NYPS), present-

ed in Fig. 1. The network consists of 16 machines, 68 

buses, and five distinct areas. NETS includes generators 

G1-G9, NYPS consists of G10-G13 and three neighbor-

ing areas are represented by generators G14, G15, and 

G16. G9 is equipped with fast-acting static exciter 

(IEEE STIA) and power system stabilizer (PSS). All 

other generators in the network are under slow excita-

tion (IEEE DC1A). All generators in the network 

include speed governor systems. Generator G1 compris-

es GAST speed governor; G3 and G9 include IEEEG3 

(hydro turbine) and G2-G8, G10-G16 incorporate 

IEEEG1 (steam turbine). The synchronous generators 

are represented by sixth order models. Transmission 

lines are modeled with the standard π circuit.  

Two types of RES model are introduced in the net-

work, Type 3 doubly fed induction generators (DFIGs) 

and Type 4 Full converter Connected (FCC) units. 30% 

of the generation in each of five areas is replaced by 

renewables (RES), comprising   21% of     type 3 doubly 

fed Induction generators (DFIG) and 9%   type 4  full 

converter connected (FCC) units. In NETS, RES are 

connected to buses 26, 57 and 68, in NYPS at buses 33 

and 37 and in surrounding areas at buses 18, 41 and 42.  

The network is modelled in DIgSILENT PowerFac-

tory. 

2.1 Type 3 DFIG Modelling 

In this work, wind turbines are modelled as Type 3 

doubly Fed Induction generators (DFIGs) with rotor 

side converter.   

The model used for DFIGs is a generic WT (wind 

turbine) Type 3 model suitable for system stability 

studies. The modelling approach is similar to two recent 

working groups WECC [21]  and IEC[22]. 

DFIG model takes into consideration the aerodynam-

ic part and the drive train, the mechanical side of the 

converter. The model comprises the pitch control of 

turbine blades. The electrical controls that define the 

control of the active and reactive power of the unit are 

modeled appropriately. The induction generator model 

includes the rotor flux transients but neglects the stator 

flux transients which is common practice in power 

stability analysis [22]. The rotor side converter protec-

tion for over and under speed, over and under voltage 

limits are also modeled by representing crowbar system. 

2.2 Type 4 Full Converter Connected (FCC) Unit 

Modelling 

Type 4 WTG are full converter connected (FCC) 

generators. Any generator connected to the grid through 

full converter interface like PVs can also be represented 

by Type 4 WTG model for system stability studies [21]. 

This is appropriate for system stability studies since the 

converter decouples the mechanical dynamics of the 

unit from the electric grid [23, 24]. The model em-

ployed within these studies is Type 4 WTG generic 

model provided in DIgSILENT PowerFactory. The 

modelling approach is similar to Type 4 models pre-

sented in [21, 22]. Current controller, PQ controller and 

over frequency power reduction control of the converter 
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are also included in the model. 

2.3 Battery Energy Storage Systems (BESS) 

Fig. 2 shows the BESS model used within this work. 

The battery is modeled as a voltage source with internal 

impedance. The battery voltage varies linearly with state 

of charge (SOC), and the internal resistance is assumed 

to be constant.  

With these assumptions, the battery model can be 

expressed as (1) 

 

𝑈𝐷𝐶 = 𝑈𝑚𝑎𝑥𝑆𝑂𝐶 + 𝑈𝑚𝑖𝑛(1 − 𝑆𝑂𝐶) − 𝐼𝑍𝑖 (1) 

 

𝑼𝑫𝑪 is the terminal DC voltage of the battery, 𝑰 is the 

charge/discharge current, 𝑼𝒎𝒂𝒙and  𝑼𝒎𝒊𝒏are the voltage 

of the fully charged and discharged cell respectively. 𝒁𝒊 

is the battery internal resistance and SOC is the state of  

charge of the battery.  

 

 
Fig. 2: BESS configuration with control scheme 
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Fig. 4: PV control of BESS 

BESS supplies/absorbs active to/from the grid when 

the system frequency deviates from the nominal value. 

The frequency control of BESS consists of a droop 

control presented in Fig. 3. The frequency control 

defines active power reference signal corresponding to 

frequency deviation measured at the point of connection 

of BESS. Battery energy storage system has PV control, 

presented in Fig. 4. Active power control is PI control 

and voltage control is a slow integrator. The parameters 

of frequency droop control and PV control are presented 

in Table I. 

 
Table I: Frequency droop and PV control Parameters 

Parameter Units Description Values 

droop [pu/pu] Droop for frequency control 0.004 

db [pu] 
Deadband for frequency 

control 
0.0002 

Tr [s] 
Filter time constant, active 

power 
0.01 

Trq [s] 
Filter time constant, reactive 

power 
0.1 

Kp [pu] Proportional gain-id-PI control 2 

Kq [pu] Proportional gain-iq-PI control 1 

AC-

deadband 
[pu] 

Dead band for proportional 

gain 
0 

Tip [s] 
Integrator time constant – ip 

control 
 

Tiq [s] 
Integrator time constant – iq 

control 
0.002 

id_min [pu] Maximum discharging current -1 

iq_min [pu] Minimum reactive current -1 

id_max [pu] Maximum charging current 1 

iq_max [pu] Maximum reactive current 1 

 

3. ANALYSIS AND RESULTS 

It has to be noted that it is the general practice in fre-

quency stability analysis to look at the collective 

performance of all generators in the network. The 

coherent response from all generators to changes in 

system load is assumed, and all generators in the net-

work are aggregated into an equivalent generator. This 

equivalent generator has an inertia constant equal to the 

sum of the inertia constants of all generators, and it is 

driven by the combined mechanical outputs of the 

individual turbines. The effects of the system loads are 

lumped into a single damping constant D. The speed of 

the equivalent generator represents the system frequen-

cy. Fig. 5 shows the system equivalent for frequency 

studies. Fig. 6 presents typical frequency response 

observed in such system following a large active power 

disturbance. 
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The rate of change of frequency in the system is giv-

en by (2) 

𝜕𝑓

𝜕𝑡
=

∆𝑃𝐿

2𝐻
 (2) 

 It is clear from (2) that the rate of change of frequen-

cy is directly proportional to change in active power and 

inversely proportional to inertia of the system. A power 

system with a lower inertia will experience a larger 

frequency drop compared to the system with high inertia 

levels.  

 

Fig. 6: Typical frequency response of a power system 

The aim of these studies is to compare the frequency 

support provided by different modes of deployment of 

energy storage system in the power network. Therefore, 

the test system presented in Fig. 1 is used instead of an 

equivalent model for the network.  

3.1 Effect of reduction of system inertia on frequency 

nadir 

The inertia constant of a synchronous generator 𝐻𝑔𝑒𝑛  

defines its response to any changes in power balance. It 

is determined by the ratio between the kinetic energy 

stored in the rotating mass of the machine and the 

generator power rating 𝑺𝒓𝒂𝒕𝒆𝒅 given by (3) 

𝐻𝑔𝑒𝑛 =
1

2

𝐽𝜔2

𝑆𝑟𝑎𝑡𝑒𝑑

 (3) 

Considering (3), it is possible to calculate the average 

inertia 𝑯𝒔𝒚𝒔 of a power network. 𝑯𝒔𝒚𝒔 is defined in (4), 

where 𝑯𝒊, 𝑺𝒊and n denote the inertia constant of the 

each generator, the generator rating and the number of 

units respectively. 

𝐻𝑠𝑦𝑠 =
Σ𝑖=1

𝑛 𝑆𝑖𝐻𝑖 

Σ𝑖=1
𝑛 𝑆𝑖

 (4) 

The system inertia 𝑯𝒔𝒚𝒔 of 16 machine system, pre-

sented in Fig. 1, with  nominal loading as given in [25]  

is calculated using (4).  

𝑯𝒔𝒚𝒔 of the system is calculated when 30% of syn-

chronous generation in each area is replaced by 

renewables, in this case (4) is slightly modified 

𝐻𝑠𝑦𝑠 =
Σ𝑖=1

𝑛 𝑆𝑖𝐻𝑖 

Σ𝑖=1
𝑛 𝑆𝑖 + 𝑆𝑟𝑒𝑠

 (4) 

Where 𝑆𝑟𝑒𝑠 is MVA ratings of renewables. 

In future networks, most challenging periods for fre-

quency control can be during off-peak hours.  At the 

lower loading of the network when fewer synchronous 

generators are online, and the relative penetration level 

of renewables is higher. During these period a system 

would have low system inertia and a few power plants 

available to provide frequency response services [26, 

27]. 

To simulate this type of scenario, loading of the net-

work is reduced to 60%, average loading of annual load 

duration curve.  Generation from renewables is kept the 

same. 40% reduction in network power generation is 

achieved by making 55% of synchronous generation 

offline. This increases the % penetration of renewables 

to 55 and reduces synchronous generation to 45. The 

system inertia using (3) is also calculated for this 

scenario. 

𝑯𝒔𝒚𝒔 of the studied network with no renewables in 

the network is 7.95 s. Replacement of 30% of synchro-

nous generation by renewables reduces 𝑯𝒔𝒚𝒔  to 6.4 s, 

20% reduction in system inertia. At 60% loading when 

55% of synchronous generation goes offline, 𝑯𝒔𝒚𝒔   

decreases to 5.26 s. This leads to 34% reduction in 

system inertia. 

NYPS imports power from NETS through five inter-

connections, L41, L42, L43, L44 and L45.  

The effect of reduction in inertia on frequency excur-

sions on interconnections between NETS and NYPS 

areas is studied by introducing the same size active 

power disturbance in the network for three following 

scenarios 

1) Nominal loading with no renewables in the net-

work, system inertia 𝑯𝒔𝒚𝒔 is equal to 7.95 s 

2) Nominal loading, 30% renewables in the net-

work, 𝑯𝒔𝒚𝒔 reduced by 20% to 6.4 s. 

3) 60 loading of the network, 55% penetration of 

renewables, 𝑯𝒔𝒚𝒔 decreased by 34% to 5.25 s 

 
Fig. 7: Effect of reduction in inertia 

Fig. 9Fig. 7 shows frequency excursions on L41 for 

three scenarios described above. Black solid line shows 

frequency excursions for the nominal loading of the 

network with standard inertia. Purple (small dashed 

line) represents frequency excursion on the same tie-line 

for the same size of active power disturbance when 30% 
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synchronous generation is replaced by renewables.  Red 

(dotted line) shows frequency excursions when network 

loading is reduced to 60%. 

It is to be noted that Fig. 7 has superimposed lower 

frequency oscillations since the test network has gen-

erators and transmission lines. In Fig. 8 the typical 

frequency response (solid black line) and filtered 

frequency response with nominal loading and 30% RES 

on tie-line L41 (small dashed red line) are plotted. It 

can be observed that underlying frequency response of 

Fig. 9 is very similar to typical frequency response and 

capable to capture, frequency nadir and ROCOF, 

essential frequency response parameters. 

Fig. 8: Typical frequency response and frequency response in multi-

machine network 

It can be seen from Fig. 7 as expected that frequency 

nadir value is lowered with reduction of inertia. The 

ROCOF also increases as network inertia decreases. 

Frequency nadir occurs earlier with a reduction in 

inertia. 

Table II: Effect of reduction in inertia on frequency 

parameters  

 

Frequency 

nadir 
‘Hz’ 

ROCOF 

‘Hz/s’ 

Time of frequency 

nadir occurrence 
‘s’ 

Standard inertia 

No RES 
49.9 0.029  4.47  

20% reduction 

30% RES 
49.86 0.063  3.4 

34% reduction 

55% RES 
49.62 0.22  2.7 

 

It can be observed from Fig. 7 and Table II  that the 

change in frequency nadir and ROCOF is not linear 

with % penetration of renewable and reduction in 

inertia.  

For first 20% reduction in inertia and 30% penetra-

tion of RES, frequency nadir drops from 49.9 Hz to 

49.86 and ROCOF increases from 0.029 Hz/s to 0.063 

Hz/s. 

At 60% loading when inertia of the system reduces 

by 34% and % penetration of RES increases to 55%; 

frequency nadir drops to 49.62 and ROCOF  increases 

to 0.22 Hz/s. 

In first a few seconds following the loss of power 

generation, grid frequency starts to drop.  These initial 

frequency dynamics are dominated by the inertial 

response of the generators that remain online. The 

synchronous generators release their stored kinetic 

energy into the system, reducing the initial rate of 

change of frequency (ROCOF) and allowing slower 

governor action to catch up and contribute to frequency 

arrest. As the number of online synchronous generator 

decreases, not only system inertia decreases, primary 

frequency control provided by the system also reduces. 

Therefore, at 60% loading a bigger drop in frequency 

nadir is observed.      

3.2 Effect of different modes of deployment of ESS on 

Frequency nadir 

To compare different modes of deployment of ESS 

on frequency excursions three case studies are per-

formed 

1) One large ESS of 1000MW is placed on bus 

60. Frequency excursions due to a simultaneous outage 

of generator G7 and generator G10 are recorded on each 

interconnection between NETS and NYPS.    

2) One large ESS is replaced by three ESSs, one 

400MVA BESS connected at bus 60 and two 300MVA 

connected at buses 37 and 21. The total capacity of 

energy storage in NETS area stays 1000MVA. 

3) A 100MVA ESS is connected at each of fol-

lowing buses, 21, 24, 26, 28, 37, 55, 58, 59, 64 and 67. 

Frequency excursions caused by the same disturbance, 

simultaneous outage of G7 and G10, are recorded. 

3.2.1 Nominal loading and 30% RES 

Above described three study cases are performed in 

the network with the nominal loading and when 30% 

synchronous generation is replaced by RES. 

 

Fig. 9: Frequency excursions at interconnections between NYPS and 

NETS 

Fig. 9 shows frequency excursions on tie-lines with-

out energy storage. It can be observed that value and 

time of occurrence of frequency nadir are the same for 

all tie-lines between NETS and NYPS.   

 

Fig. 10: Frequency excursions at interconnections between NYPS and 

NETS with one ESS 
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Fig. 10 shows frequency excursions on tie-lines L41, 

L43 and L44 with one large ESS on bus 60. It can be 

seen that frequency nadir on each of tie-lines between 

NETS and NYPS has improved significantly when ESS 

is placed on bus 60. Close inspection of Fig. 9 and Fig. 

10 reveals that frequency nadir is slightly different on 

L41, L43 and L44 with ESS while it has the same value 

without ESS. 

 

 

Fig. 11: Frequency excursions at interconnections between NYPS 
and NETS with three ESS 

Fig. 11 shows frequency excursion on the same tie- 

lines for the same active power disturbance when a 

large ESS is replaced by three ESS in NETS area.  A 

quick glance at Fig. 11, indicate that frequency nadir is 

nearly the same on each tie-line.  

      

 

Fig. 12: Frequency excursions at interconnections between NYPS and 
NETS with ten ESS 

Fig. 12 presents frequency excursions on tie-lines 

L41, L43 and L44 when three ESS are replaced by ten 

ESS in the same area. The total storage capacity remains 

the same. It can be seen that value of frequency nadir is 

nearly the same on L41, L43 and L44.  

3.2.2 60% loading of the network 

As explained above at 60% loading of the network, 

the power generation from RES is kept as it was for the 

nominal loading. 40% reduction in network generation 

is achieved by making 55% of synchronous generation 

offline; this increases % generation contribution from 

RES to 55%.   

At 60% loading of the network without ESS, the fre-

quency excursions due to the same size of generation 

loss (G7+G10) are presented in Fig. 13.  

 
Fig. 13: Frequency excursions at interconnections between NYPS 

and NETS 

It can be observed that the value and time of occur-

rence of frequency nadir are the same for L41, L43 and 

L44.  

Fig. 14 shows frequency excursions at three studies 

interconnections with one large ESS. It can be observed 

that frequency nadir is improved from 49.62 Hz to 

49.94 Hz.  The value and time of occurrence of frequen-

cy nadir are the same for each tie-line between NETS 

and NYPS. 

 

 
Fig. 14: Frequency excursions on tie-lines with one ESS for 60% 

loading of the network 

 
Fig. 15: Frequency excursions on tie-lines with three  ESS for  

60% loading of the network 

 
Fig. 16: Frequency excursions on tie-lines with ten ESS for 60% 

loading of the network 

Fig. 15 shows frequency excursions when one large 

ESS in NETS is replaced by three ESS in NYPS area. It 

can be observed that frequency nadir drops from 49.94 

Hz to 49.83 Hz. The improvement in frequency nadir is 
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reduced when one ESS is replaced by three ESS in the 

system. 

Fig. 16 presents frequency excursions with 10 ESS, 

the total storage capacity in NETS area remains the 

same. It can be seen that frequency nadir is further 

dropped from 49.83 Hz to 49.78 Hz when the size of 

BESS reduces to 100MVA, and a number of BESS 

increases to ten.  

 

CONCLUSIONS 

This paper presented the first comparison of frequen-

cy support provided by o bulk large-scale ESS and 

distributed energy storage.  

The results of studies demonstrate that at lower 

penetration level of RES the frequency support provided 

by a large- scale and distributed ESS is not considerably 

different. The improvement in frequency nadir is nearly 

the same with one large- scale ESS and distributed ESS. 

The analysis shows that when there is less synchronous 

generation in the network and % of RES increase to 

55%, the frequency support provided by a single- large 

ESS is superior than the distributed ESS. It is observed 

that as the number of ESS increases the improvement in 

frequency nadir decreases. 

The paper also demonstrated that the decrease in fre-

quency nadir and the increase in ROCOF is not linear 

with a reduction in inertia and % penetration of RES. 

The results of analysis also indicate that network could 

exhibit severe frequency excursions at lower loading 

levels when less synchronous generation is online and 

% active power contribution from RES is increased 

more than 50%.    
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