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Abstract—The quantum approximate optimization algorithm
(QAOA) promises to solve classically intractable computational
problems in the area of combinatorial optimization. A growing
amount of evidence suggests that the originally proposed form of
the QAOA ansatz is not optimal, however. To address this prob-
lem, we propose an alternative ansatz, which we call QAOA+, that
augments the traditional p = 1 QAOA ansatz with an additional
multiparameter problem-independent layer. The QAOA+ ansatz
allows obtaining higher approximation ratios than p = 1 QAOA
while keeping the circuit depth below that of p = 2 QAOA,
as benchmarked on the MaxCut problem for random regular
graphs. We additionally show that the proposed QAOA+ ansatz,
while using a larger number of trainable classical parameters
than with the standard QAOA, in most cases outperforms
alternative multiangle QAOA ansätze.

I. INTRODUCTION

As the noisy intermediate-scale quantum (NISQ) computing
era matures, more and more powerful quantum computers
become available, making steady progress toward surpass-
ing the computational capabilities of classical computers in
solving some important real-world problems. In the field of
biochemistry alone, quantum annealers have been used to
solve the protein-folding problem [1], [2], and gate-based
quantum computers have been used to calculate the ground
state energies of molecules [3]–[7]. Despite the ongoing ad-
vancements in quantum hardware, however, quantum circuits
that can be executed reasonably well by modern quantum
computers are still severely limited in the maximum number of
qubits, qubit connectivity, and maximum circuit depth, because
of the compounded noise, reducing algorithmic performance
well below the best-case theoretical predictions [8]–[11].

Hybrid quantum-classical algorithms attack problems
through a combination of quantum and classical computational
resources and are leading candidates for achieving quantum
advantage in near-term devices [12]. Hybrid quantum-classical
algorithms range from quantum machine learning techniques
[13] to parameterized quantum circuits, which are quantum
circuits with gate parameters that are obtained by using iter-
ative classical optimization routines. Parameterized quantum
circuits include quantum variational eigensolvers [14], [15],
quantum autoencoders [16], and the quantum approximate
optimization algorithm (QAOA) [17].

QAOA in particular has drawn interest for its potential to
show quantum advantage in NISQ devices as well as its nu-

merous practical applications. QAOA solves the combinatorial
optimization problem of finding the bitstring corresponding to
the lowest energy eigenstate of a Hamiltonian [17]. Perfor-
mance of QAOA has been improved by exploiting symmetries
of graph structures [18]–[21], by introducing classical neural
networks or other classical methods to assist in parameter
optimization [22], [23], by modifying the circuit ansatz [24]–
[26], and by increasing circuit parameterization, at the expense
of increased classical optimization [27]. Although increasing
the number of independent parameters in QAOA circuits can
improve performance in some instances, as the number of
parameters increases, nonconvex optimization landscapes can
hamper parameter optimization [28]–[32].

In this work we introduce the technique of augmenting
the standard QAOA ansatz for the MaxCut problem with
a problem-independent layer to improve the performance of
p = 1 QAOA while keeping the circuit depth below that of
p = 2 QAOA. The added layer consists of a sequence of two-
qubit gates entangling all qubits with the minimum possible
number of operations, followed by the second mixing layer
of one-qubit gates. We test the performance of our ansatz,
which we call QAOA+, on the MaxCut problem for random
regular graphs with up 14 nodes, and we show that it yields
approximation ratio improvements at the expense of increasing
the number of classical optimization parameters. We also
compare QAOA+ with another QAOA variant, multiangle
QAOA (ma-QAOA) [27] and show that for a low number of
independent parameters QAOA+ in general results in higher
approximation ratios than does ma-QAOA on the MaxCut
problem for random regular graphs with up to 14 nodes.

II. BACKGROUND

In this section we introduce the notation used in this work
and briefly review the relevant prior results and approaches
for solving the MaxCut problem using QAOA.

A. QAOA

QAOA is a variational algorithm inspired by the adiabatic
evolution principle. In its original formulation [33] it can be
seen as a Trotterized version of quantum annealing evolution
with a finite number of steps, p. QAOA can be used to
solve a broad class of general unconstrained combinatorial
problems, seeking the solution represented as a bitstring that
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maximizes the cost function. This is achieved by preparing a
parameter-dependent n-qubit quantum state using a sequence
of alternating operators:

|~β,~γ〉 := UB(βp)UC(γp) . . . UB(β1)UC(γ1) |s〉 , (1)

where UC(γ) = e−iγC is the phase operator, C is the problem
Hamiltonian, UB(β) = e−iβB is the mixing operator, B =∑
j Xj , and |s〉 = |+〉⊗n is the initial uniform superposition

product state, the exited state of B with maximum energy. The
evolution is followed by the measurement in the computational
basis, with measurement outcome probabilities following the
Born rule:

Pr(x) = | 〈x|~β,~γ〉 |2, x ∈ {0, 1}n. (2)

The classical parameters ~β,~γ are updated in the outer loop
to maximize the expected objective value of the quantum
evolution measurement outcomes:

〈C〉 := 〈~β,~γ|C |~β,~γ〉 =
∑

x∈{0,1}n
Pr(x)f(x). (3)

The performance of QAOA relies on the choice of these
parameters. The problem of identifying optimal QAOA pa-
rameters has generated a large amount of theoretical [34]–[37]
and computational [38]–[44] work, including such methods
as reinforcement learning [45], [46] and reusing preoptimized
QAOA parameters from related problem instances [47]–[50])
to significantly reduce the computational cost of parameter
optimization.

B. MaxCut

MaxCut is an archetypal NP-complete combinatorial prob-
lem. Consider an undirected graph G with a set of vertices V
and a set of edges E. The objective of MaxCut is to find an
assignment of vertices into two disjoint subsets such that the
number of edges spanning both subsets is maximized. The goal
of MaxCut is to maximize the following objective function:

CMaxCut =
1

2

∑
(j,k)∈E

(I − ZjZk). (4)

The performance of QAOA is evaluated with a metric
called the approximation ratio (AR). This is defined as the
expectation value of the cost Hamiltonian divided by the
maximum Hamiltonian energy.

AR = 〈C〉/Cmax

Gradient-based approaches are often used for QAOA param-
eter optimization. Unfortunately, the linearly growing number
of optimization parameters with the number of QAOA layers,
together with the phenomenon of exponentially vanishing
gradients, called Barren plateaus [29], [51]–[54], makes this
optimization task, in general, an NP-hard nonconvex optimiza-
tion problem in itself. Increasing the number of QAOA layers
also leads to quantum circuits that significantly exceed the
capabilities of NISQ hardware, because of limited coherence
times and relatively large two-qubit error rates. At the same

time, shallow QAOA circuits do not have the capacity to
achieve high approximation ratios. It is therefore important
to adapt the QAOA approach for the most efficient use on
modern quantum processors

C. Alternative QAOA ansätze

The originally proposed form of the QAOA ansatz [17]
has not been proven to be optimal for any particular class of
optimization problems. In fact, a growing amount of research
suggests that alternative QAOA ansätze [27], [55] outperform
the standard QAOA approach, either by requiring shallower
quantum circuits to match the performance of standard QAOA
or by offering better results for the same circuit depth, or both.
In the former case, these improvements can be achieved by
developing a tailored problem- and hardware-specific ansatz,
as in the case of ADAPT-QAOA [55]. This approach uses
a gradient-based criterion to build a custom QAOA mixer
layer from a predefined operator pool, systematically growing
the ansatz one layer at a time. This was shown to improve
MaxCut approximation ratios for circuit depths p > 4, while
also resulting in a lower number of variational parameters and
a lower CNOT gate count.

Another alternative QAOA ansatz, multiangle QAOA [27]
(ma-QAOA), produces improvements in the approximation
ratio for the MaxCut problem at the expense of increasing the
number of variational parameters without altering the shape
of the standard QAOA ansatz. This, however, significantly
increases the computational cost of the classical optimization
process. Multiangle QAOA independently parameterizes each
gate in both the phase separation and mixing layers of the
standard QAOA circuit. It has the benefit of requiring lower
circuit depths to produce approximation ratios similar to or
higher than those achieved with a standard QAOA ansatz. As
a result, ma-QAOA offers higher performance than standard
QAOA achieves on modern quantum hardware, where increas-
ing circuit depth beyond a certain point leads to a sharp drop
in algorithm performance due to decoherence.

III. QAOA+

We present an alternative QAOA ansatz, called QAOA+,
that consists of the standard p = 1 QAOA layer followed by
an additional problem-independent circuit ansatz (see Fig. 1).
The appended layer has the form of the standard QAOA layer
for MaxCut on a n-node line graph; in other words, the phase
separation layer sequentially connects all qubits from the first
to the last. This problem-independent layer uses a minimum
possible number n−1 of two-qubit gates connecting all qubits.
Additionally, similarly to ma-QAOA, we allow all variational
parameters in the appended layer to be independent. Note that
the number of classical parameters in the QAOA+ ansatz is
almost always smaller than in ma-QAOA for the same graph.

For dense graphs, in which the number of edges approaches
quadratic scaling with the number of nodes, the additional
circuit depth associated with the appended linear ansatz layer
of QAOA+ is significantly smaller than that of one additional
QAOA layer of p = 2 QAOA. As a result, QAOA+ offers



n = 8 n = 10 n = 12 n=14
3-reg 4-reg 5-reg 3-reg 4-reg 5-reg 3-reg 4-reg 5-reg 3-reg 4-reg 5-reg

QAOA (p=1) 0.783 0.785 0.796 0.793 0.803 0.807 0.768 0.816 0.814 0.782 0.812 0.798
QAOA+ (p=1) 0.838 0.867 0.866 0.833 0.844 0.844 0.800 0.847 0.848 0.815 0.843 0.827
QAOA (p=2) 0.870 0.884 0.864 0.868 0.874 0.873 0.840 0.884 0.882 0.856 0.883 0.862

Table I: Approximation ratios for all 3-, 4-, and 5-regular graphs for n = 8, n = 10, n = 12, and n = 14 nodes, for p = 1
QAOA, QAOA+, and p = 2 QAOA.

a favorable compromise between improving the MaxCut ap-
proximation ratio, as we show below, and increasing the total
circuit depth. This remains true for sparse graphs, although
with a lesser effect. Only for MaxCut on linear graphs, when
the shape of the standard QAOA ansatz matches that of the
additional layer in QAOA+, does the circuit depth advantage
of QAOA+ over QAOA disappear. Instead, for linear graphs,
the QAOA+ ansatz has the same shape as the standard p = 2
QAOA, minus the number of variational parameters.

Fig. 1: Circuit layout for QAOA+ consisting of a standard p =
1 QAOA layer, followed by an additional problem-independent
layer consisting of of ZZ gates, and an additional mixer layer
with X gates. All single- and two-qubit gates in the additional
layers are independently parameterized.

Table I compares the mean approximation ratios for MaxCut
on non-isomorphic 3-, 4-, and 5-regular 8-, 10-, 12-, and
14-node graphs for p = 1 QAOA, QAOA+, and p = 2
QAOA. The results were averaged over 10 non-isomorphic
random graphs of each type, whenever available. We used the
Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm [56]
to optimize the QAOA parameters, selecting the best solution
from 10 optimization runs with random initial parameters for
each graph. QAOA energy expectation values were calculated
by using the tensor-network quantum simulator QTensor [38],
[57], [58]. The approximation values for the standard p =
1 and p = 2 QAOA were obtained from the QAOAKit
database [59]. Across all considered graph types, the QAOA+
ansatz yields approximation ratio values between those of
p = 1 and p = 2 QAOA, while also using an intermediate
number of two-qubit gates; see Fig. 2 for a more detailed
comparison of the number of optimized parameters, two-
qubit gates, and approximation ratios for 8-node graphs. Since
two-qubit gates are the primary source of errors in quantum
circuits, the QAOA+ ansatz has the potential of producing
better results than the standard p = 2 QAOA produces when

Fig. 2: Number of parameters, number of two-qubit gates, and
averaged approximation ratio for all 3-reg, 4-reg, or 5-reg 8-
qubit graphs, plotted for four different QAOA variants: QAOA
(p = 1), QAOA+ (p = 1), multiangle QAOA (p = 1), and
QAOA (p = 2).

executed on NISQ devices because of the smaller number of
two-qubit gates.

The introduced QAOA+ ansatz not only provides a good
compromise between the p = 1 and p = 2 QAOA in terms of
the MaxCut solution quality and the associated QAOA circuit
depth, it also offers additional flexibility in the complexity of
classical optimization of the QAOA parameters. The additional
layer of gates in QAOA+ can be designed to have anywhere
between 2 and 2n + 1 parameters (2 in the standard p = 1
QAOA, n− 1 in the problem-independent layer of two-qubit
gates, and n in the additional mixer layer), where n is the
number of qubits. However, the standard QAOA ansatz can
also be modified to have more than 2 parameters per single
QAOA layer [27]. In that work the authors introduced the
ma-QAOA ansatz that allows all parameters in the standard
QAOA layer to be different. Because the original ma-QAOA
ansatz has no fewer than 2n−1 parameters, however, in order
to compare the performance of QAOA+ with ma-QAOA, we



Fig. 3: Comparison of approximation ratios for ma-QAOA,
standard QAOA (p = 1 and p = 2), and QAOA+ for all 8-
qubit 3-reg graphs. For ma-QAOA and QAOA+, the number
of independent parameters are varied to compare algorithm
performance at equal parameter number.

have modified both ansätze to have an adjustable number of
parameters, ranging from 4 to 2n + 1 for QAOA+ and from
2 to the maximum problem-dependent number of parameters
in ma-QAOA. Moreover, because the number of parameters
can be unevenly distributed between the two-qubit and mixer
layers, for both QAOA+ and ma-QAOA we have averaged the
approximation ratios over QAOA instances with all possible
distributions of the optimization parameters between. For each
instance, we have optimized all five possible non-isomorphic
8-node 3-regular graphs using the BFGS algorithm with 10
restarts. The results are shown in Fig. 3.

The number of independent optimization parameters deter-
mines the complexity of classical optimization of QAOA. We
have observed that QAOA+ always gives higher approxima-
tion ratios than ma-QAOA does at equal parameter numbers,
despite the fact that with the full 20 parameters ma-QAOA out-
performs the maximally parameterized 17-parameter QAOA+.
The gap in performance between QAOA+ and ma-QAOA
increases as the number of optimization parameters is reduced.
In fact, the 4-parameter QAOA+ performs better on average
than 14-parameter ma-QAOA does, while still doing worse
than p = 2 QAOA with a larger circuit depth; see Fig. 3.

We have not observed any significant difference in perfor-
mance between ma-QAOA ansätze with the same number of
parameters but distributed differently between the cost and
mixing layers; see Fig. 4. While the figure does not make clear
whether the QAOA+ ansatz favors circuit parameterizations
with any particular distribution of the number of parameters
between the auxiliary two-qubit layer and the second mix-
ing layer, one can clearly see that QAOA+ yields higher
approximation ratios than ma-QAOA+ does for all possible
combinations of parameters.

While Fig. 2 presents a compelling case that QAOA+ with

Fig. 4: Average approximation ratio for all non-isomorphic 8-
node 3-regular graphs, using ma-QAOA with varied number
of parameters. The total number of independent circuit param-
eters equals nγ + nβ .

Fig. 5: Average approximation ratio for all non-isomorphic 8-
node 3-regular graphs, using QAOA+ with varied number of
parameters. Here, β and γ refer to the number of optimized
parameters in the ansatz layer. The total number of indepen-
dent circuit parameters equals nγ + nβ .



Fig. 6: Minimum number of parameters required for ma-
QAOA to match the performance of QAOA+(4) for d-regular
8-node and 10-node graphs.

4 optimization parameters, which we will call QAOA+(4) for
brevity, gives higher approximation ratios than does ma-QAOA
with significantly more parameters, these results are limited to
the MaxCut problem on 3-regular 8-node graphs. To establish
this fact for larger MaxCut instances, we calculated the ap-
proximation ratio for the QAOA+(4) ansatz for all types of 8-
and 10-node random regular graphs, averaged over 10 graphs
of each type and using the BFGS optimization with 10 restarts.
We then perform the same averaging procedure for the ma-
QAOA ansatz on the same graphs with an increasing number
of optimization parameters from 2 until the approximation
ratio of QAOA+(4) is exceeded, recording that minimum
number of parameters in ma-QAOA necessary to outperform
QAOA+(4). The results are shown in Fig. 6. Unlike in Fig. 3,
only one parameter distribution between the cost and mixing
layers in the ma-QAOA ansatz is considered: for every even
number of parameters, they are split equally between the two
layers, while for an odd total number of parameters the cost
layer had one more parameter. The thresholds after which ma-
QAOA yields higher approximation ratios are averaged over
up to 10 random regular graphs of each type. At parameter
numbers below this threshold, QAOA+(4) outperforms ma-
QAOA, while above the threshold, ma-QAOA starts to produce
higher approximation ratios, at the expense of a significantly
large-dimensional search space of QAOA parameters. As the
size of regular graphs is increased from 8 to 10 nodes, the
threshold values rise, indicating that the performance of our
QAOA+ ansatz scales favorably with problem size, compared
with ma-QAOA.

IV. DISCUSSION

Increasing the circuit depth by increasing the number of
QAOA layers is necessary in order to improve the approxima-
tion ratio achievable with the standard QAOA approach. When
executing on NISQ hardware, however, the increased circuit
depth comes with a severe penalty of decreasing performance

due to decoherence. Alternative QAOA ansätze aim to modify
the QAOA approach to increase MaxCut approximation ratios
at reduced costs in terms of circuit depth. In this work we have
introduced the QAOA+ as an alternative ansatz that improves
approximation ratios compared with the standard p = 1 QAOA
by adding an auxiliary layer of gates that is smaller than
a full additional QAOA layer. We have shown that QAOA+
provides a viable alternative for an intermediate ansatz with
approximation ratios and circuit depth between those of p = 1
and p = 2 QAOA.

Because the introduced QAOA+ ansatz allows for a large
number of classical optimization parameters, as a baseline we
compared QAOA+ with ma-QAOA, another alternative QAOA
ansatz with low circuit depth and high number of parame-
ters. While ma-QAOA generally yields higher approximation
ratios than does QAOA+ when all optimization parameters
are utilized, we have demonstrated that when the number of
parameters in QAOA+ and ma-QAOA is the same, QAOA+
significantly outperforms ma-QAOA, with the performance
gap growing with the problem size. In particular, we consid-
ered QAOA+ with 4 parameters and demonstrated that ma-
QAOA requires significantly more optimization parameters
to match the performance of QAOA+, which comes at large
classical computation overhead. Therefore, in general, QAOA+
requires fewer parameters than does ma-QAOA for the same
level of performance, while having a larger circuit depth.
When minimizing the objective function for many parameters
is difficult, QAOA+ will be a valuable option. The reduction in
circuit depth from using QAOA+ compared with the standard
p = 2 QAOA is particularly noticeable for MaxCut instances
on dense graphs.

This work does not present an exhaustive study on all
possible alternative QAOA ansätze. We have considered only
a single shape of the additional problem-independent layer
of two-qubits gates, defined by the minimum possible num-
ber of gates that entangle all qubits. Other shapes of the
QAOA+ ansatz will be considered elsewhere, including more
hardware-efficient ansätze that respect the possible connectiv-
ity constraints of quantum processors. One can also consider
such modification as creating a hybrid ma-QAOA/QAOA+
ansatz consisting of both the multiparameter ma-QAOA and
the additional multiparameter problem-independent QAOA+
ansatz layers, in order to shift the improvements in the
MaxCut approximation ratio even more toward the classical
computation instead of increasing the QAOA circuit depth.
The study of the necessary computational resources required
for optimization of the increased number of optimization
parameters in the proposed QAOA+ ansatz, as well as the
associated challenged of Barren plateaus, was also beyond
the scope of this work. Performance comparisons presented
here were done under the assumption of equal computational
limitation on optimization across all optimization instances
regardless of the number of parameters. Additionally, we
considered only the p = 1 case, and performance can be
analyzed at larger circuit depths. Moreover, because this
work was motivated by potential performance improvements



during execution on NISQ hardware, noisy simulations and
comparisons on modern quantum processors will need to be
performed to validate the proposed approach.

When high-fidelity quantum computing hardware capable of
executing large-scale QAOA instances with p � 1 becomes
available, the true value of alternative QAOA ansätze will
be revealed. The optimal balance between the computational
complexity of parameter optimization and the acceptable depth
of quantum circuits will be determined through extensive
experimentation. Until then, it is crucial to continue improving
the capacity of the QAOA approach to solve NP-hard combi-
natorial optimization problems by developing novel ansätze.
We are hopeful that the approach introduced in our paper will
help advance the standard QAOA of today toward the next-
generation QAOA of tomorrow capable of unlocking practical
quantum advantage.
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