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Abstract—Failure mode and effects analysis (FMEA) is o We illustrate the usefulness of pFMEA as supported

a technique to reason about possible system hazards that
result from system or system component failures. Tradition
ally, FMEA does not take the probabilities with which these
failures may occur into account. Recently, this shortcomig was
addressed by integrating stochastic model checking techmiies
into the FMEA process. A further improvement is the integra-
tion of techniques for the generation of counterexamples fo
stochastic models, which we propose in this paper. Countexe
amples facilitate the redesign of a potentially unsafe systn
by providing information which components contribute most
to the failure of the entire system. The usefulness of this nel
approach to the FMEA process is illustrated by applying it to
the case study of an airbag system provided by our industrial

by stochastic model checking using the real-life case
study of an airbag system. We describe how to map
the system architecture to a PRISM [22] model and
illustrate how to perform pFMEA on this model. The
airbag case study results from a collaboration with
the automotive supplier TRW Automotive GmbH (in
the sequel simply referred to as TRW) in Radolfzell,
Germany, and is based on real data. Due to intellectual
property concerns of TRW we are unable to publish
the concrete values of component or overall system
failure probabilities. This does not affect our finding

partner, the TRW Automotive GmbH. that pFMEA can lead to useful failure probability

assessment values, as confirmed by TRW.
l. INTRODUCTION « We address the inability of the current pFMEA method
to give guidance on how to improve system dependabil-
ity by integrating a recently developed technique for
finding and visualising counterexamples in stochastic
models. Counterexamples provide means to identify
those parts that contribute most probably to the failure

In light of the fact that a failure of a safety-critical syste
can lead to injuries and even loss of life it is extremely im-
portant to provide designers with safety assessment method
that help to minimise the risk of the occurrence of such
disastrous events. One of these method&asure Mode of the system and thus, provide valuable information
and Effects Analysi§FMEA) [19]. In FMEA, a team of for its redesign.

trained engineers or system designers analyses the causerpis paper is organised as follows: In Sec. Il we will

consequence relat?onships of componen_t failures on SyStemieﬂy introduce FMEA, pFMEA and counterexamples in
hazard_s: After having foun_d such a relat|0n, the OCCUITENCE 4 chastic model checking. Sec. lll is devoted to the dpscri
probability _Of that hazard IS compu_ted. It is then Cr_'e(:kedtion of the airbag system and its PRISM model. In Sec. IV
whether this value is above a certain threshold, defined by \yi| gescribe possible hazard conditions and system fail
the tolerable hazard probability or rate (THP or THR). Iithi ures, and Sec. V is devoted to the probabilistic FMEA of the

is the case, measures must be taken to reduce the pmbab'lﬁ}’rbag system, supported by counterexample generation. In

of the undesired event. - o _ Sec. VI we compare our approach with existing approaches
To support the traditionally time-intensive and error- i, the FMEA literature. Sec. VII describes the lessons fearn

prone FMEA, functional model checking techniques haveq,m this case study. Finally, Sec. VIII concludes the paper

been integrated into the FMEA process [7], [9], [10], with a summary and an outlook on future research.
[18], [15]. While these techniques are able to establish

cause-consequence relationships, they are unable tdatalcu
the actual failure probabilities. Therefore, stochastmdei _ ) ) )
checking was applied to FMEA, leading topsobabilistic ~ This section explains the basic concepts of the FMEA and
FMEA (pFMEA) process [13]. Currently, this pFMEA pro- its probabilistic extension pFMEA. In Sec. II-C we briefly
cess provides no means to help the designer in reducintroduce an approach to counterexample generation and
the risk of failures. It only supports the first step of the Visualisation for stochastic model checking.
FMEA process, which is to identify cause-consequence
relationships and compute the actual hazard probabilities A. FMEA

The contributions of our paper can be summarized as As described in the introduction, the aim of an FMEA
follows: is to explore the consequences, such as hazards, of known

Il. FMEA, PFMEA AND COUNTEREXAMPLES
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component-level failure modes and to propose countermedn stochastic model checking. This impedes the explanation
sures to reduce the probability that these consequenced property violations and hence failure mode / consequence
occur. The final outcome of an FMEA is a table which relationships found by the stochastic model checker.
documents for each component the set of relevant com-

ponent failure modes, and for each of these failure modeg. Counterexamples in Stochastic Model Checking

its consequences. Possible failure detection, correaion ) ) )
mitigation mechanisms may also be recommended in this N Stochastic model checking, the property that is to be
table. The structure, number of columns and meaning oY€'ified is specified using a stochastic variant of temporal
columns of the resulting FMEA table may vary in different [09ic. The temporal logic used in this paper is CSL (contin-
organizations performing FMEA. However, the following UOUS Stochastic logic) [], [6]. Itis tailored to reason abo
column headings are commonly used [19]: investigated comduantitative system behaviour, including the performance
ponent, failure mode, description of the failure modefloca@"d dependability of a system. Given an appropriate system
effect of the failure mode, possible cause for the failureM0del and a CSL specified property, a stochastic model
effect at the system level, recommended failure detectiofN€CKing tool such as PRISM can verify automatically
mechanism, recommended mitigation mechanism, and redvhether the model satisfies that property. If the model esfut
ommended design changes. For complex systems with the property, it is deswgble to have a counterexample -avail
large number of components and a large number of failur@ble that can .help. engineers to comprehend the reasons for
modes per component this table can become very Iargéhe property violation. The f:omputatlon of counterexaraple
Additionally, it has been reported in [16] that the table may!" stochastic model checking has recently been addressed
contain redundant information since different failure resd N [2], [3]; [4], [17].

can lead to the same consequences. The FMEA procedure Notion of CounterexamplesFor our purposes it suf-

is commonly defined by an iterative process [14] thatfices to consider upper bounded properties which require the
identifies for all components the possible failure modes androbability of a property offending behaviour not to exceed
identifies their consequences. Recent approaches [7]9]8], @ certain upper probability bound. In CSL such properties
[10], [15], [18], [23] aim to support the FMEA process, can be expressed by formulas of the fofta, (¢), wherep
especially the identification of possible consequenceh witis path formula specifying undesired behaviour of the the
model checking. The basic idea is to formalise the system’§ystem. Any path which starts at the initial state of the
behaviour as a state-based model and the hazard conditiofgstem and which satisfies is called adiagnostic path

as temporal logical formulae. As a result, fault injection A counterexample for an upper bounded property is aXset
experiments can be created where specific failure modes afd diagnostic paths such that the accumulated probabiity o
injected into the system behaviour model. Model checkingX Violates the probability constrairt p.

tools can then analyse the consequences on the formalised Generation of Counterexamplesin [2] it has been

hazard conditions. shown that counterexamples for this class of properties
can be efficiently computed using an explicit state space
B. pFMEA search strategy calleelXtended Best-FirgtXBF). XBF is a

A further development of the idea to use of modelVvariant of Best-First search. XBF explores the state space
checking support for FMEA is the approach referred toof the model on-the-fly searching for diagnostic paths. It
as probabilistic FMEA (pFMEA) presented in [13]. Instead does not explicitly compute the counterexample path set
of functional state-based models pFMEA uses stochasti& . Instead it incrementally computes a sub-graph of the
models, in particular discrete and continuous time Markostate space which cover® called diagnostic sub-graph
chains. The hazard conditions are formulated as stochastfénce the diagnostic sub-graph covers a sufficient number of
temporal logical formulae. As a consequence the tolerabldiagnostic paths so that the accumulated probability elcee
hazard probabilities can also be integrated into the fasaal the given upper probability bound, XBF terminates and
tion of the hazard conditions. Furthermore, to each injizcte produces the diagnostic sub-graph as a counterexample.
failure mode an occurrence probability can be assigned Counterexample Visualisation.A counterexample is
in the probabilistic model. A main benefit of pFMEA is a potentially very large set of diagnostic paths. Although
the ability to probabilistically estimate the likelihoolat ~ XBF provides the counterexample in the form of a sub-
an injected failure mode will lead to a violation of the graph, it can still be very complex. Supporting the analysis
hazard condition. The use of stochastic models also avoidsaf complex counterexamples using visualisation techrique
common shortcoming of using functional model checking inis proposed in [3]. This approach aims at facilitating the
FMEA, namely that the model checker finds a relationshipdiscovery of causal factors for property violations. Ruors
between the injected failure mode and a hazard that is vergf the model that contribute a larger portion of the probabil
unlikely to occur in practice. As already noted in [13], one ity mass to the property violation are brought out visually
practical problem of pFMEA is the lack of counterexamplesin order to support the discovery of causal dependencies.



The technique presented in [3] is designed for counterexam-
ple generation methods based on K-Shortest-Paths heuristi
search algorithms like K[4]. For the purpose of this paper
we adopted that visualisation to be used in combination with
XBF.

IIl. CASE STUDY: FUNCTIONALITY AND MODELLING
A. System Functionality

Modern cars are equipped with safety systems, such as Figure 1. Schematic system architecture
airbags, that protect the occupants of the vehicle. In case
of a crash, the airbag system will deploy airbags located in
different places in the car. They reduce the risk of seriou®nly if they both come to the conclusion that a critical crash
or even fatal injuries for the occupants. occurred the airbags will be deployed.

An airbag system can be divided into three major parts: The deployment of the airbag is secured by two redundant
sensors, crash evaluation and actuators. An impact is dérotection mechanisms. The Field Effect Transistor (FET)
tected by acceleration sensors (front/rear/side impaut) a controls the power supply for the airbag squibs. If the Field
additional pressure sensors (side impact). Angular rate deffect Transistor is not armed, which means that the FET-
roll rate sensors are used to detect rollover accidents. TheIn is not high, the airbag squib does not have enough
sensor information is evaluated by two redundant microconelectrical power to ignite the airbag. The second protestio
trollers (uC) which decide whether the sensed acceleratioinechanism is the Firing Application Specific Integrated
corresponds to a crash situation or not. The deployment dfircuit (FASIC) which controls the airbag squib. Only if
the airbags is only activated if both microcontrollers deci it receives first an arm command and then a fire command
that there was indeed a critical crash. The redundancy dfom the microcontroller 1 it will ignite the airbag squib.
the microcontroller system layout decreases the hazard df case there is only one microcontroller, the signals from
an unintended airbag deployment, which is considered t&oth the main and the saving sensor are evaluated by this
be the most hazardous malfunction of the system. Notéhicrocontroller. The signals to both the FET and FASIC
that older airbag systems comprise only one microcontrolle Units are also only sent by this microcontroller.

Upon activation of the deployment, squibs are ignited and Although airbags save lives in crash situations, they may
as a consequence the airbags are inflated by irreversibguse fatal behaviour if they are inadvertently deployed.
pyrotechnical actuators. The sensors can either be locatedlis is because the driver may lose control of the car
as internal sensors inside the Airbag Electrical Contrdt,un Wwhen this deployment occurs. It is therefore a pivotal yafet
or mounted as satellites to the bumper, the a-, the b- or thEéquirement that an airbag is never deployed if there is no
c-pillar. crash situation.

The airbag system architecture that we consider consis
of two acceleration sensors whose task it is to detec
front or rear crashes, either one microcontroller or two 1he airbag system was modelled using the input language
microcontrollers to perform the crash evaluation, and arPf the stochastic model checking tool PRISM [22]. The
actuator that controls the deployment of the airbag. Fig. 2verall structure of the model corresponds directly to the
gives a schematic overview of the system architecture usingystem’s architecture (cf. Fig. 1). The behaviour of each
the two microcontroller variant. Notice that the redundantdlock and each bus or connection line, which may also be
acceleration sensors are pointing in opposite directians ssubject to failures, was modelled by a separate module in
that one (also referred to amain sensor is measuring PRISM.
the acceleration in the direction of the vehicle, and the =~ While modelling the airbag system, the following chal-
other (also referred to asaving sensdris measuring the lenges had to be met:
acceleration in the-x direction. The microcontrollers read 1) Many failures stem from corrupted signals, which are
the sensor values of the main and saving sensor (micro- of continuous nature. Continuous signals cannot be
controller 1) or the saving sensor (microcontroller 2) in a modelled in the PRISM language and we have to
cyclic fashion. The two sensor values (x and -x acceleration resort to abstractions by discrete approximations. The
are compared after they have been read by microcontroller sensors convert the physical signals using an A/D
1. They are then separately used for crash discrimination converter to discrete signals whose values range from
which is normally done by calculating mean values of the -512 to 511. Notice that for the system analysis it
acceleration measured over certain intervals of time. If a is irrelevant whether the original signal is corrupted
certain threshold in a given time frame is exceeded, the or whether the corruption is due to an A/D converter
microcontrollers will synchronise their fire decisions and failure. The obtained abstraction is, however, still too

. System Model



2)

3)

read_sensor! arm_FET? /\nrejASlC!
WaitFET FETArmed FASICFired
EvalRegister
FASICArmed Figure 3. Basic FET model
crash_recognised!
eval_register!
arm_FASIC!

ReadSensors

arm FAsmvmirejAsmv
WaitFASIC S FASICArmed FASICFired

Figure 4. Basic FASIC model
Figure 2. Basic microcontroller model

be sensed for a very short period of time, leading to very
fine since the induced state space is beyond what coulgbw (less tham) high acceleration sensor readings. In this
be handled by the PRISM model checker. We thereforesituation the airbag must of course not be deployed.
abstract from the concrete values of the digital signals |n Fig. 3 and Fig. 4 we present the basic state-machine
and only consider four categories of sensor values: ainodel for the FET and FASIC modules with initial states
normal driving, b) rear crash, c) frontal crash, and d)WaitFET andWaitFASIC, respectively. The FET and FASIC
borderline cases (cf. Sec. IV). Due to space limitations synchronise with the microcontroller which sends commands
we can only consider cases a) and b) in this paper. to the FET and the FASIC using actioasm_FET? and
For the microcontrollers and the sensors we can safelyrm_FASIC?, respectively. For the FASIC to finally fire, it

abstract from internal behaviour, for instance from thesynchronises with the FET via the actifir_FASIC?, which
failure of subcomponents, since these subcomponents sent by the FET unitfire_FASIC!).

are not manufactured by TRW. As a consequence,

these failure modes fall outside of the responsibility of V- SYSTEM FAILURES AND HAZARD CONDITIONS

the organisation for which the FMEA is to be carried We describe possible failures of the system components
out. Instead, the total failure rate of the component thatnd their respective consequences for the safe functioning
was determined by the supplier of these componentsf the system. Hazards consist of unintended airbag ignitio
is used. If these components turn out not to satisfyand suppressed or delayed airbag ignition in the case of a
the reliability requirements, they need to be replaceccrash.

in their entirety by other components. .
The probability distributions for all failure rates can A. System Hazards and Safety Requirements

be safely assumed to be exponential. Either this According to the upcoming ISO standard 26262 [21],
assumption holds due to the data provided by thevhich is an adaption of ISO 61508 [20] for road vehicles,
manufacturers of the components, or the distributionnew airbag systems have to comply with ASIL D (Automo-
follows a bathtub curve [24] of which only the portion tive Safety Integrity Level D) for unintended deployment of
where the failure rate is constant is relevant. Accordingthe airbag. ASIL D corresponds to a tolerable hazard rate
to TRW, we can assume that the phases where th€THR) of 10~® per hour. Currently, airbag systems are only
bathtub curve is not constant are either observed earl{equired to comply with ASIL B which specifies a THR of
in production and filtered out during the end of line 10~" per hour. For our case study, we found the following
testing, or they occur very late in the lifetime of the hazard conditions to be relevant (specified in CSL using the
system where it can safely be assumed that the car igrobabilistic Existence pattern from [12]):

inoperative at that time. 1) The airbag is not ignited even though a critical crash

Using these abstractions, we end up with a fairly accurate ~ occurred. This hazard can be formalised as safety
basis model (no failures, critical crash) that possesses ap  requirement 1 in CSL as follows:

proximately 55,000 states.

In

. . true U~ (critical_crash A —fasic_fired)).
Fig. 2 we present the state machine model of the Py (true (critical_cras asic_fired))

microcontroller. ReadSensors is the system’s initial state. For the purpose of the analysis we let the proba-
Sensor values are read asynchronously from the sensors. The  bility bound p; = 10~3 and the actual time bound

values are stored in registers and evaluated. If the sensor 77 = 20 ms. critical_crash andfasic_fired are atomic

values indicate forn consecutive readings that a critical properties that can be derived from the original PRISM
crash occurred, then the FET and the FASIC are armed, model.critical_crash is the state of the microcontroller
as indicated by the actionsrm_FET! and arm_FASIC!, in which, after reading and evaluating the sensor
respectively. This reflects the fact that a critical crash toa values, it is decided that the crash event requires airbag
be discriminated from innocuous high acceleration reagling deployment.fasic_fired is the state of the FASIC

For instance, when the car is driven over a curbstone or module which indicates that the FASIC finally sent

very fast in a curve or roundabout, high acceleration may the fire command to the airbag squibs.



2) The airbag is ignited at latest aft€s = 45 ms, which
yields safety requirement 2:

P<p,(true U2 (critical_crash A fasic_fired))

« The fire command for the airbag in case of a crash is
delayed, thus causing the airbag to be ignited too late.

According to TRW, the first case is considered to be the

most hazardous scenario.

With this hazard condition, we associate a tolerable
violation probabilityp, of 1074 D.
The airbag is deployed unintentionally, which means
that it is ignited even though no crash at all or only
a non-critical crash has occurred. This leads to safet
requirement 3 in CSL:

3)

P<thps (1) (true UST® (—critical_crashAfasic_fired))

This hazard is associated with a tolerable hazard
probability (THP) thps(T3) which depends on the
mission timeT3, and the THR associated with the
desired ASIL D:

« Given the mission timesls = 1 hr, 5 hrs,
and 10 hrs and using ASIL B we obtain:
thps(1 hr) = 1.0-1077, thps(5 hrs) = 5.0-1077,
and thps(10 hrs) 1.0 - 1075, The actual
THP can be computed according to the formula
THP(t) =1 — e THE! wheret is the mission
time (here: driving time).

Similarly, for ASIL D, we obtain:thps(1 hr) =

1.0 - 1078, thps(5 hrs) 5.0 - 1078, and
thps(10 h) = 1.0-1077.

B. Sensor Failures

For the sensors, we have identified the following failure

modes:

1) Even though both sensors measure the same signal, the
amplitude of this signal at both sensors is different.

2) The sensors deliver wrong amplitudes. This means that
the amplitude of the real signal is corrupted by sensofF
failures.

3)

Power Supply Failures

The power supply unit has two lines: a 5V-line connected
the microcontroller and the sensors and a 24V-line to the

ET- and FASIC-units. Both lines are subject to failures:

1) 5V-line: If the voltage of this line is above a certain
threshold a number of causally dependent failures can
occur:

o Both sensor amplitudes have the same value
which means that the sensor signals are corrupted,
and

« the firing lines of the microcontroller can be set
needlessly to high.

If the voltage is below4V, then the airbag system
will be set to the inactive mode, which is indicated by
a warning lamp. This can be considered to be a safe
operational mode.

24V-line: We distinguish two failures that may lead to
hazardous situations:

« If the voltage is too high, for instance aboi@V,
the FET and FASICs may be destroyed.

« If the voltage is between 7 and 19V, the airbag
system is in a degraded operational mode.

If the voltage of this line is below 7V, the airbag sys-
tem is inactive which means this is a safe operational
mode.

2)

FET Failures

The FET can be compared to a switch. It can either be

The sensors function correctly, but since the sensoglosed inadvertently and hence enable the FASIC to fire, or it

values are not sampled synchronously the delay becan be open instead of being closed as requested and hence

tween the two samples may be so large that the amgy
plitudes are erroneously interpreted as being different.
Both sensors are accelerated in the same directiorny,
This means that the amplitudes on both sensors have
the same prefixes.

4)

ppress ignition of the airbag.

FASIC Failures

The FASIC consists of two internal switches (High-side

and Low-side switch).

C. Microcontroller Failures

As we argued above, for the purpose of this FMEA we
treat the microcontroller as an atomic system component and
do not consider its internal failure behaviour. The potnti
consequences of a failure of one of the microcontroller
components are:

« A fire command is needlessly sent to the FET and
FASIC, thus causing an unintended deployment of the
airbag.

« Afire command in case of a critical crash is suppressed,
thus preventing the airbag from being ignited.

1) Itis possible that either one or both of these switches
close inadvertently, or that one or both of them do
not close as requested. In the first case, an ignition
of the airbag is not possible as long as the FET is
not activated. In the latter case a correct firing may be
suppressed by the FASIC.

For diagnostic purposes the FASIC is connected to the
voltage supply. If this line is connected to the output
line of the FASIC due to an internal short circuit, the
FET protection becomes useless and the airbag may
be fired.

2)



read_sensor!

G. Bus/Connection Line Failures

Due to environmental conditions the connection lines
from the sensors to theC and the busses from theC
to both the FET and FASIC in the airbag system are subject
to failures. These signals can be corrupted, thus potgntial
violating all three safety requirements.

ReadSensors

EvalRegister
FASICArmed
crash_recognised!

eval_register! fm=0/arm_FASIC!

fm=3/skip!

Figure 5. State machine representation of microcontroilith injected
failure

The failure mode matrix that describes the change from
fault-free to faulty behaviour is modelled as a PRISM
module. In case of Sing|e Component failures, it consists of When a failure of the microcontroller results in a needless
a single transition, from normal behaviour (failure mgde  deployment of the airbag (relevant for safety requiremégnt 3
0) to the failure mode: under considerationn(= 1...10, the fire command is sent even if no crash is recognised. In
cf. Table I). Fig. 6 this situation is shown, by a transition labelled with

In case of mu|tip|e_component fa“uresl this module be_fm = 3/Sklp' from the initial stateReadSensors to the state
comes more complex, for example, for microcontroller andCrash.

FASIC failure, we obtain the following failure mode transi-
tion matrix encoded in PRISM:

H. Component Failures

fm=0/read_sensor!

EvalRegister
FASICArmed

fm=0/crash_recognised!
fm=0/eval_register! (fm=0 | fm =3)/arm_FASIC!

(fm=0 | fm=3)/arm_FET!

module Fai | ureVi ewvat ri x

fm[0..11] init 0; //Ten basic failure nodes //

// conbined failure nodes are assigned a fresh value //
[l fm=0 ->rate_MCFailure:(fm = 3);

[T fm=0 ->rate_FASICFailure:(fm = 6);

[T fm= 3 -> rate_FASICFailure: (fni = 11);

[l fm=6 -> rate_MCFailure: (fm =11); fm=3/skip!

The expressionsm = ... denote the transition guards in Figure 6. State machine representation of microcontraifith injected
which the current failure mode is checked. The respectivéailure
transition can only fire if the guard condition is satisfied.
In the course of a transition the failure mode is set to a
new value, for instance from 0 to 3 when taking the first V. PrRoBABILISTIC FMEA OF THE AIRBAG SYSTEM
transition. In the case of intermittent failures (sensor or
bus line failures can be of that kind in this case study), In order to perform the pFMEA we conduct model
transitions back to failure mode 0 have to be added. For afhecking experiments by injecting faults into the PRISM
other components, such as FET, FASIC and microcontrollegystem modeél Thereby, we proceed as described in detail
failure recovery is not considered. in [13]. The injected faults are as described in Sec. IV. &aul
The failures are injected into the basic model by addingt@n be single or joint faults. In other words, more than one
transitions that model the effect of the failure to the respe COmponent can fail at a time.
tive component. These transitions can only be taken if the
system is in the corresponding failure mode. The transitionA. Scenarios
which model the failure-free module behaviour can also
only be taken if the failure under consideration has not yete

occurred. that there is 1) no crash, and 2) a frontal crash. For the

For example, °°r_‘5'der the potentlal mmrocontrp!leri@lu first scenario the relevant hazard condition is the unirgend
of suppressing a fire command in case of a critical cras?

To conduct the experiments, we assume that there is an
nvironment which models the possible driving scenarios

This scenario is important for safety requirements 1 and gnition of the airbag. For the second scenario we are
, . interested in the probability of a timely airbag ignition.
(cf. Sec. IV-A). In case of a failuref m = 3), in the worst P y y 919

the fire sianal t sent ted as t it f Each scenario is considered in isolation as the analysis
case, Ine liré signal Is not sent, represented as rapm N1 results would be useless otherwise. We are interested in the
Crash back toReadSensors, labelled withfm = 3/skip!. A

ole stat hi ot ¢ thi del b robability that the safety requirements from Sec. IV-A are
simpie state machine representation ot s model can b e it all possible scenarios were merged into a singl
found in Fig. 5. If the microcontroller fails such that the

. . . L model, such an analysis would be impossible.
signal is delayed, this is modelled by assigning a smaller y P
rate to the fire-command-transitions. Since no real data for , " , . ,
this situation exists. TRW suaaested to use half the rate th A sanitized basic PRISM model with no ac_mdent as well as a @T
’ g9 &re model can be downloaded from the following URL.: httpwwinf.uni-

is applied in case of normal operation. konstanz.de/soft/research/projects/pFMEA/pFMEA-RRSp.



T3 =1h [ T3 =5h | T3 = 10h

B. Failure Modes and Experiments Requirement 3 violated (yesino)?
For our analysis, we have identified one normal operation Fmo _ no no no
X . . Fm;, per. failure no no no
mode, which is referred to aBmg, and ten failure modes, Frm,, int. failure no no no
Fm;y to Fmyg. A short description of the failure modes can Fmg no no no
. . .. . Fmy no no no
be found in table 1. While the official safety requirements Tmg o no no
Fmy, per. failure no no no
[ Failure view | Description | EFmy, int. failure no no no
Fmg Normal operation Table Il
Fmy Sensor failure: Different amplitudes ANALYSIS RESULTS FOR REQUIREMENT, NO CRASH(2
Fmo Sensor failure: Amplitudes wrong MICROCONTROLLERS ASIL D)
Fmsg Summary failure of any microcontroller component
Fmy Power supply failure
Fms FET failure
Fmg FASIC failure T5 =1h [ T3 =5h | T3 = 10h
Fmr pC-FET-line failure Requirement 3 violated (yes/no)?
Fmg ©C-FASIC-line failure Fmg and Fmio no yes yes
Fmg Main sensor-line failure Fms and Fmg no no no
Fmio Saving sensor-line failure Fms, Fmgs and Fmg no yes yes
Table | Table IV
FAILURE MODES ANALYSIS RESULTS FOR REQUIREMENT3, NO CRASH, MULTIPLE

FAILURES (1 MICROCONTROLLER ASIL D)

standards only consider single failures it is possible in
principle to experience simultaneous multiple component ] ) )
failures. Since our analysis approach is automated, we caf{ére repeated with a model of the airbag system with two
easily accommodate multiple component failures and henc@lcrocontrollers. The results of this experiment can baatbu
consider the following combinations: 1) power supply- andin table lil.
m?Crocontroller'failure, 2) FET- and.FASIC'fa.”Ure and 3) C. Mu|t|p|e Failures and Counterexamp|es
microcontroller-, FET- and FASIC-failure. Table Il presen
the _re_sults of the pFMEA for 2 mlcrocontr_ollers In case of ailures, even if this is not required by the standard. We
a critical frontal crash for the safety requirements 1 and . S o
) elieve that it is important to go beyond the minimum safety

from Sec. IV-A that are the relevant safety requirements for : P : :

: . : . requirements specified in the standard in order to design
this scenario. We only considered failure mod&s,, F'm;, reliable safetv critical svstems
Fmgs, Fmy, Fmg, and Fmg. Where applicable, we have y Y ;

. . . h While the airbag system with only one microcontroller
taken both permanent and intermittent failures into actoun : : . . i
. ) . ... complies with ASIL B, it does not comply with ASIL D in
The system with one microcontroller also complies with

ASIL D f ot . s 1 and 2 the case of multiple failures. We noticed that when micro-
or salely requirements - and <. . ._controllers and FET and FASIC failures occurred the actual
We checked safety requirement 3 with varying time

bounds for the case in which no critical crash Occurshazard rate is significantly above the THR (cf. Sec. IV-A).

: . : én table IV we can find the results of the pFMEA analysis
We first analysed the one-microcontroller architecture an 1. case no accident occurs while considerina multiole com-
checked whether it complies with ASIL D. ASIL D cannot 9 P

P . . . onent failures. Therefore, we generated counterexamples
be satisfied in all cases with this architecture. In the cas$ 9 P

of a combined microcontroller and power supply failure or these cases in order to identify the primary source of
. . . 'the safety requirement violation. For 2 microcontrolldre t
with T3 = 5 and 10 hours mission time, the actual hazard y req

rate was slightly above the THR. Therefore, the experiment%Ctual hazard probability complies with the upcoming ASIL

We now consider the actual hazard rate for multiple

Counterexample Support for pFMEADue to space

Requirement 1| Requirement 2 limitations, we can only discuss the case in which the
i ? . . . .
e ng""'ated (yeS/“oz]'o microcontroller, FET and FASIC can fail. This case is
Fmy, permanent failure no no interesting for the following reasons: First, the FASIC is
Fm, '”“;’;‘;'“em failure no no the least reliable component. Second, the microcontroller
Frma o o is the central part of the system, and the correct airbag
Imeg , no no ignition depends heavily on the results delivered by the
F'mg, permanent failure no no . I . h f . . heck h
Frre, intermittent failre o o mlgrocontro er. It is t erefore interesting to check what
Table I weighs more in the violation of the ASIL D property, the
ANALYSIS RESULTS IN CASE OF A FRONTAL CRASH2 reliability or the potential consequences of a failureuint
MICROCONTROLLERS ASIL D) itively, one might expect that the FASIC failure contribaite

more to the violation of ASIL D than a microcontroller



failure. The computation and analysis of the counterexampl | Approach | [SPeS 1 | prob. | 2™ | case
however, reveals that in fact the microcontroller failuge i | " ism FMEA | examples| Stdies
more critical. Based on these findings, a solution that resluc ;eizr%%%rfllg]t RSML—° | NusMV | No ves | fude
the impact of a microcontroller failure is to be preferreéov B'Ozzano o | Nusy ESAD] .
making the FASIC more reliable. TRW does indeed follow | ai. 2003 7] code NUSS/';/'V- No Yes Bit Adder
this finding by introducing a second microcontroller into [cichocki & —
the airbag architecture, thus alleviating the consequence 2%855[';; csp FDR No No Block
of a single microcontroller failure. A second interesting [10] System
finding of the counterexample analysis is the fact that G;Fn;§§5et Behavior | ¢,/ o Ves Metal
multicomponent failures are highly improbable. For furthe [15] Trees Press
analyses they hence do not need to be considered, whighEmavist& | o cn Altitude
results in models with a much smaller state space. Nadim | Reactive | PRISM | Yes No Meter
The execution traces of the system leading to stateg 20081 | MU' System
in which component failures causes an erroneous airbay % s | fooote | prism | ves No Metal
ignition can be represented in a purely textual way. Since _ [13] Modules Press
there is potentially a very large number of such traces, the our PRISM C'gggsstﬁy
user would have to browse many of them until the desired approach mzztlgse PRISM Yes Yes (airbag
information which component failure contributes most te th system)
property violation has been recognized. In order to fat#it Table V
this task we propose to present a visualization of the error COMPARISON WITH RELATED APPROACHES

traces. In Fig. 7 we show the visualisation of a portion of

the error traces of the airbag system model. Note that this

figure only contains a very small excerpt of the entire state

space graph that we use to explain the basic principle of thE1odel, the model checking time exceeded 12 hours. This

visualization. A more complete view can be found in [1]. To €normous increase can be explained by the fact that in the

visualize the full graph we need to rely on high resolutionlatter case the time bounds are extremely high in comparison

devices. to safety requirements 1 and 2. This runtime increase occurs
Error states in Fig. 7 are represented by diamond-shapeﬂncea amongst other factors, the number of iterations for

rectangles with red lines. The more probable it is to be infransient analysis is determined by this value.

such an error state, the larger the state is depicted. We can

see that the state representing a microcontroller failare i

much larger than any other state. Which state corresponds A considerable number of approaches have been proposed

to which failure mode can be read from the transition labelsto automate or support the FMEA process with model

According to Table I, a microcontroller failure correspend checking [7], [8], [9], [10], [15], [18], [23]. The existingp-

to a transition with labelFailuremode3, a FASIC failure ~ proaches are summarised in Figure V. From this comparison

corresponds to a transition with labBhiluremode6, and it becomes evident that only the approaches described Jn [11

combined FET and FASIC failures corresponds to a trac&nd [13] use probabilistic model checking and support a

in which both Failuremode5 and Failuremode6 labelled  probabilistic FMEA process. All other approaches work with

V1. RELATED WORK

transitions can occur. traditional model checking tools. The novel aspect desdrib
. _ _ in this paper with respect to the approaches in [11] and [13]
D. Time and Space Complexity of Model Checking is the support (generation and analysis) of counterexample

The sizes of the models we encountered vary from 1,53@hese counterexamples provide valuable insights in the
states for failure mode 0 and no crash to 615,600 stategause-consequence relationships between low level compo-
for failure mode 2 with intermittent failures and crash. Thenent failures and system level hazards. Furthermore, while
largest model only required 28.4 MB of storage, includingall the existing approaches only work with small academic
iteration vectors for the numerical analysis. Memory con-examples, a central contribution of this paper is to provide
sumption hence was not a problem during the analysis. evidence that the process scales to an application takan fro

While in the case of safety requirements 1 and 2 thean industrial product development context.
model checking is very efficient despite large state spaces,
it can be seen that in case of safety requirement 3 the
runtimes increase steeply. For the failure mode 2 model with  System Modelling.With respect to system modelling,
intermittent failures, having 615,600 states and requét#m we have learnt the following lessons: First, even though
2, model checking took only 311 sec., whereas for safety?RISM is not designed to model continuous signal pro-
requirement 3 and a mission time of 10 h for the samecessing we were able to devise a suitable discrete state

VII. L ESSONSLEARNT
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Figure 7. A portion of the counterexample visualisationhie tase of.C, FET and FASIC failures

Failuremode6

machine abstraction of the signal generating process.gUsin Third, due to the fact that the analysis is automated and
this abstraction we could model crash events with a statsupported by tools it is possible to investigate much more
machine with only five states. TRW confirmed that thiscomplex scenarios than with a manual analysis, such as for
abstraction is adequate and does not negatively influendastance multiple failures.
our findings.
Second, it is interesting to realize that the state space VIl ConcLusion
size or structure is not the only limiting factor for the =~ We have presented a case study for applying probabilistic
applicability of stochastic model checking. We had to deal"MEA to an industrial airbag system. The system was
with large time bounds. Time bounds influence the numbefodelled and analysed using the PRISM tool. By apply-
of iterations needed for transient analysis. Even for thdnd probabilistic FMEA, two system configurations were
moderate size models that we encountered the runtime cogfecked for compliance with the upcoming safety standard
for numerical analysis may become prohibitive. This is anfor road vehicles ASIL D with respect to a large number of
Observation that appears to more genera”y app'y to th@OSSib|e Component failureS. For the SyStem Variant Wlﬁﬂ on
analysis of safety critical systems that have long missiodnicrocontroller, we found the ASIL D requirements to be
times. violated. Using counterexample generation and visuadisat
Third, we learnt that PRISM is a language that theWe were able to identify the main source of the requirement
engineers at TRW could quickly learn. The logic CSL itself, violation. o _
however, was considered to be rather “exotic”. A pattern- Although the research presented in this paper provides

based approach as, for example suggested in [12], may heﬁyidenge of the applicability _of the pFMEA process to
the further proliferation of pFMEA in the industry. industrially relevant systems, improvements to the perfor
Implications for Industry.: There are a number of Mance of probabilistic model checking and counterexample

potential benefits from the adoption of probabilistic FMEA 9€neration algorithms as well as improved counterexample
in industry. First of all, pFMEA is a means to to analyze presentation and visualization methods would in particula

with a reasonable effort which reliability requirements ar further enhance the applicability of the pFMEA process.

satisfied by arexistingstate of the art design. In this case, ACKNOWLEDGMENT
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Second, probabilistic FMEA is a technique that can be
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