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ABSTRACT

When a stereo pair is formed from a decoded view and a
synthesized view, it is unclear how the overall quality of the
stereo pair should be assessed through objective quality met-
rics. In this paper, this problem is addressed considering a
3D video represented in the format of multiview video plus
depth. The performance of different PSNR-based metrics are
analyzed in terms of correlation with subjective perception of
video quality. A set of subjective data collected through for-
mal subjective evaluation tests is used as benchmark. Results
show that, among the considered metrics, the PSNR of the
decoded view has the highest correlation with the perceived
quality while the PSNR of the synthesized view has the lowest
correlation.

Index Terms— 3D, quality assessment, quality metric,
asymmetric stereo, view synthesis.

1. INTRODUCTION

With the rapid growth of three-dimensional (3D) video tech-
nologies, the design of objective quality assessment methods,
i.e., metrics, that can reliably predict the quality of 3D con-
tent as perceived by the end user, is of crucial importance.
Subjective tests are time consuming, expensive, and not al-
ways feasible. Therefore, objective measurements are needed
as well, especially to assess advances in the design of cod-
ing technologies. Despite the efforts of the scientific com-
munity in recent years, 3D video quality assessment is still
an open challenge and there are no metrics which are widely
recognized as reliable predictors of human 3D quality percep-
tion. The assessment of 3D quality is particularly challenging
for stereoscopic video when the stereo pair is formed by two
views having different visual quality (mismatched or asym-
metric stereo pair). In this case, specific properties of the hu-
man visual system, such as binocular suppression (the mask-
ing of low-frequency content in one view by the sharp visual
content in the other view), should be taken into account when
building models that objectively quantify the overall quality
of the rendered stereo pair.

Many studies are available in literature dedicated to hu-
man perception of mismatched stereoscopic content. Stel-
mach et al. [1] have shown that for stereo pairs composed
of an original view and a low pass filtered view, the perceived
quality is closer to that of the original view. A similar behav-
ior has been reported for pairs formed from an original view
and a horizontally downsampled view. On the other hand,
for stereo pairs composed of an original view and a quan-
tized view, the perceived quality has been proven to be closer
to the average quality of the two views. The same observa-
tion has been reported for asymmetric coding of stereoscopic
video sequences using MPEG-2. Seuntiens et al. [2] have
reported similar results in the case of asymmetric JPEG cod-
ing of stereo images. Saygili et al. [3] have studied the level
of asymmetry needed for maximizing the perceived quality.
It has been concluded that asymmetric SNR coding achieves
the best perceived quality as long as the view with the lowest
quality has a PSNR of at least 32dB.

Recently, the MPEG committee has initiated an effort for
the definition of a 3D video coding standard based on the mul-
tiview video plus depth (MVD) format [4]. The new MPEG
3D video format will allow advanced processing of stereo-
scopic content to cope with varying display types and sizes, as
well as different viewing scenarios [5]. Particularly, a 2-view
stereo coding configuration has been included in the exper-
imental framework defined for the development of the stan-
dard [6]. As illustrated in Figure 1, the decoded data, i.e.,
texture views and corresponding depth maps, is used to syn-
thesize a virtual view at a selected position. One example
of view synthesis technique is depth image based rendering
(DIBR). In this configuration, the stereo pair displayed on the
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Fig. 1. Advanced stereoscopic processing with 2-view con-
figuration.
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stereoscopic monitor consists of the decoded left or right view
and the synthesized view. Due to the artifacts introduced by
the view synthesis algorithm and the compression of the depth
maps, the overall quality of the virtual view is lower than that
of the decoded view, thus the stereo pair is asymmetric.

In March 2011, a Call for Proposals (CfP) for 3D coding
technologies was issued by MPEG [7]. To assess the available
technologies and proceed towards the definition of the stan-
dard, a formal subjective quality assessment test campaign,
named 3DV test campaign, was organized. The test campaign
was carried out by the European COST Action QUALINET
(European Network on Quality of Experience in Multimedia
Systems and Services) and included thirteen test sites [8]. The
performance of twenty-two 3D video coding algorithms, sub-
mitted by proponents who answered the CfP, were evaluated
on coding configurations including the 2-view scenario de-
scribed above.

Peak Signal to Noise Ratio (PSNR) is commonly accepted
and used by video coding experts to evaluate the performance
of coding algorithms, even if its correlation with human per-
ception of visual quality is known to be limited. Proponents,
in their responses to the CfP, have reported the PSNR value of
the decoded views, calculated between the original view and
its decoded version. Many proponents have also provided the
PSNR value of the synthesized view, calculated between the
synthesized view generated at the decoder side and the syn-
thesized view generated at the encoder side using the same
view synthesis algorithm.

Bosc et al. [9] have shown that PSNR has a very low cor-
relation with perceived quality when used for objective qual-
ity assessment of synthesized views. However, when the de-
coded view and the synthesized view in the stereo pair have
different quality, it is unclear whether PSNR can be a good
estimation of perceived quality. Moreover, when considering
the MPEG 2-view coding configuration, it is unclear which
views should be taken into account for PSNR computation:
the decoded view, the synthesized view, or both views?

To answer to these questions, in this paper, the perfor-
mance of the PSNR metric for objective quality assessment
of asymmetric stereo pairs, formed from a decoded view and
a synthesized view, is analyzed. Different PSNR-based stereo
quality measures have been computed for the video sequences
used in the 3DV test campaign. The subjective results of the
3DV test have been used as benchmark to evaluate the per-
formance of the selected set of objective metrics in predicting
human quality perception.

The paper is organized as follows. Section 2 provides an
overview of the methodology followed in the 3DV test cam-
paign to collect the subjective results used as benchmark in
this study. Different PSNR-based metrics are defined in Sec-
tion 3. In Section 4, the methodology used to evaluate the
performance of the metrics is described. Results are shown
and analyzed in Section 5. Conclusions and discussion on
future work are presented in Section 6.

2. SUBJECTIVE QUALITY ASSESSMENT

Subjective tests have a significant impact on the validation
process of an objective quality metric since their results are
used as ground truth to evaluate the metric performance. In
the following section, the test material, laboratory environ-
ment, rendering conditions, and evaluation methodology used
by all the laboratories that performed the subjective tests are
described.

2.1. Test material

The 3DV CfP defines some ”classes” of test sequences, i.e.,
sets of spatio-temporal resolutions and target coding bit rates.
Among them, Class A, with a frame size of 1920× 1088 pix-
els and a frame rate of 25 frames per second, and Class C,
with a frame size of 1024 × 768 pixels and a frame rate of
30 frames per second. The test material included four differ-
ent contents in Class A and four different contents in Class C
(referred to in the rest of the paper as S01 to S04 for Class
A and S05 to S08 for Class C), along with four target coding
bit rates. All video sequences were stored as raw video files,
progressively scanned, with YUV 4:2:0 color sampling, and
8 bits per sample.

In the 2-view test scenario, as defined in the CfP, the stereo
pair consisted of one of the two input views reconstructed at
the decoder side and a synthesized view (see Table 1). Read-
ers can refer to the 3DV CfP for more details [7].

2.2. Proponents

By responding to the CfP, twenty-two proponents submitted
their codec descriptions, encoded and decoded test sequences
at requested target bit rates, and synthesized views. Two an-
chors, i.e., Multiview Video Coding (MVC) [10], specified
in Annex H of H.264/MPEG-4 Part 10, and High Efficiency
Video Coding (HEVC) [11], were also included in the set of
coding technologies under assessment.

2.3. Laboratory set up and data rendering

The evaluation was performed using a 46” Hyundai S465D
polarized stereoscopic monitor with a native resolution of

Table 1. Input views and displayed stereo pair.
Seq. ID Test Sequence Test Class Input views Stereo pair

S01 Poznan Hall2

A

7-6 6.5-6
S02 Poznan Street 4-3 3.5-3
S03 Undo Dancer 2-5 3-5
S04 GT Fly 5-2 4-2
S05 Kendo

C

3-5 4-5
S06 Balloons 3-5 4-5
S07 Lovebird1 6-8 7-8
S08 Newspaper 4-6 5-6
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1920 × 1080 pixels. Eighteen naive viewers evaluated the
quality of each test sequence. Since a maximum of three
subjects could be seated in front of the monitor without de-
teriorating the perception of the 3D rendering, the test room
set up included three subjects seating in a row perpendicu-
lar to the center of the monitor. The viewers were seated at
about four times the height of the active part of the display.
The laboratory setup was controlled to produce reliable and
repeatable results. The test room was equipped with a con-
trolled lighting system with a 6500K color temperature and
an ambient luminance at 15% of maximum screen luminance.

To render correctly the test material on the stereoscopic
monitor, a set of processing steps was performed on the video
files received from the proponents. First, the two views of the
stereo pair were cropped and horizontally shifted to obtain a
pre-defined depth for each content (different shift parameters
were set for different content). Then, the resulting sequences
were interlaced (right view on top) and padded to produce a
full HD resolution video.

2.4. Evaluation methodology

The Double Stimulus Impairment Scale (DSIS) evaluation
methodology was selected to perform the tests. Subjects were
presented with pairs of video sequences (i.e., stimuli), where
the first sequence was always a reference video (stimulus A)
and the second, the video to be evaluated (stimulus B). Sub-
jects were asked to rate the quality of each stimulus B, when
compared to stimulus A. After the presentation of each pair of
sequences, five seconds voting time followed. The test sub-
jects were asked to enter their quality score for the stimulus B
in paper scoring sheets during these five seconds.

An 11-grade numerical categorical scale was used [12].
The rating scale ranged from 0 to 10, with 10 indicating the
highest quality, i.e., the test sequence is indistinguishable
from the reference, and 0 indicating the lowest quality.

All subjects taking part in the evaluations underwent a
screening to examine their visual acuity, using the Snellen
chart, and color vision, using the Ishihara chart. Their stereo
vision was also tested using the Randot test.

Before each test session, written instructions and a short
explanation by a test operator were provided to the subjects.
Also, a training session was run to show the graphical user
interface, the rating sheets, and examples of processed video
sequences. These training videos were produced using two
contents not included in the test material, with coding condi-
tions similar to those used to produce the actual test material.

A basic test session of DSIS methodology including
twenty-four test pairs, three dummy stimuli pairs, and one
reference versus reference pair, was designed. Thus, the test
material resulted in a total of sixteen sessions for each of the
two classes of data. In each session, the stimulus pairs were
presented in random orders, but never with the same video
content in consecutive pairs.

2.5. Data processing

The subjective results have been processed by first detect-
ing and removing subjects whose scores appeared to deviate
strongly from the other scores in each test session. A score by
subject j and test condition i, sij , was considered as outlier if
sij > q3+1.5(q3−q1)∨sij < q1−1.5(q3−q1), where q1 and
q3 are the 25th and 75th percentiles of the scores distribution
for test condition i, respectively [13]. A subject was consid-
ered as an outlier, and thus all his/her scores were removed
from the results of the session, if more than 20% of his/her
scores over the session were outliers [13]. Then, the mean
opinion score (MOSi) was computed for each test sequence
as the mean across the rates of the valid subjects, as well as
associated standard deviation (σi) and 95% confidence inter-
val, assuming a Student’s t-distribution of the scores.

3. OBJECTIVE QUALITY ASSESSMENT

In the 2-view configuration, as considered in the CfP, a pair of
cameras is used to produce the input views at the encoder side.
At the decoder side, the displayed stereo pair is formed from
the decoded right view and a synthesized view, located in-
between the input views, as specified in Table 1 and depicted
in Figure 1. For one Class A content and all Class C contents,
the location of the synthesized view matched the location of
a real view, called intermediate view, available in the original
data (but not used by the encoder).

Thus, the following objective video quality models (VQR)
were included in our study:

a) PSNR of the decoded view, calculated between the de-
coded view and the original view: PSNR(V

′

R, VR)
b) PSNR of the intermediate view, calculated between

the synthesized view at the decoder side and the inter-
mediate view from the original data (when available):
PSNR(V

′

S , VI)
c) PSNR of the synthesized view, calculated between the

synthesized view at the decoder side and the synthe-
sized view at the encoder side: PSNR(V

′

S , VS)
d) Average PSNR of the decoded view and the intermedi-

ate view, computed as the mean value of a) and b)
e) Average PSNR of the decoded view and the synthesized

view, computed as the mean value of a) and c)

The PSNR of a specific view was calculated by computing
the PSNR for each frame of the corresponding video sequence
and averaging the PSNR values across the frames, as follow:

MSE(P,R, t) =
1

WH

W−1∑
x=0

H−1∑
y=0

[R(x, y, t)− P (x, y, t)]2

PSNR(P,R) =
1

F

F−1∑
t=0

10 log10

(
MAX2

MSE(P,R, t)

)
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where R(x, y, t) is the luma component of the t-th frame of
the reference view R, P (x, y, t) is the luma component of the
t-th frame of the processed view P , W , H , and F are the
width, height, and number of frames of the video sequence,
respectively, and MAX is the maximum possible pixel value
(MAX = 255).

4. PERFORMANCE INDEXES

The results of the subjective tests can be used as ground truth
to evaluate how well the objective PSNR-based measures esti-
mate perceptual quality. The following properties of the VQR
estimation of MOSs are considered in this study: accuracy,
monotonicity, and consistency [14].

First, a linear least squares regression is fitted to each
[VQR, MOS] data set, as compliant to the standard procedure
for evaluating the performance of objective metrics [14]. The
linear regression aligns the VQR range to the MOS range and
allows removing any systematic offset, which may be present
in the relationship between the objective and subjective data
and is irrelevant for the goal of metric performance compari-
son. At the same time, it avoids the risk of data over fitting,
which may occur when considering non-linear regression.

The linear regression is of the form:

MOSp(VQR) = a · VQR + b

Then, the Pearson linear correlation coefficient (PCC) and
the root-mean-square error (RMSE) are computed between
MOSp and MOS to estimate the accuracy of the VQR. To es-
timate monotonicity and consistency, the Spearman rank or-
der correlation coefficient (SCC) and the outlier ratio (OR),
are computed between MOSp and MOS, respectively [14].

The root-mean-square error (RMSE) and the outlier ratio
(OR) are defined as follow:

RMSE =

√√√√ 1

(N −D)

N∑
i=1

(MOSi −MOSpi)
2

OR =
total number of outliers

N

outlier: point for which |MOSi −MOSpi| > 2σi

where N is the total number of points, D is the degree of
freedom for the curve fitting (linear: D = 2), and σi is the
standard deviation corresponding to MOSi.
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Fig. 2. Subjective versus objective results. First row: Class A, second row: Class C.
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5. RESULTS

Scatter plots of subjective versus objective results are pre-
sented in Figure 2 for Class A and Class C sequences. Signif-
icant differences in terms of minimum and maximum PSNR
values can be noticed between the different contents, espe-
cially for Class A. This effect is due to the PSNR dependency
on the spatio-temporal features of the content. Due to this
strong content dependency, the performance analysis has been
carried for each content separately. It can be noticed that re-
sults for each content are more scattered for the synthesized
view and the intermediate view, while they are more clustered
for the decoded view and the average of the decoded and syn-
thesized views, especially for content S01.

For some contents (S03, S05, and S06), a few sequences
have a low value for the PSNR of the synthesized (intermedi-
ate) view while the corresponding stereo pair has a high MOS.
These data points are significantly distant from the trend in
the scatter plot of the synthesized (intermediate) view. It is
known that one proponent used a different view synthesis al-
gorithm. Our hypothesis is that those results are from this
specific proponent and that PSNR cannot be used to estimate
the perceived quality in this case, which is coherent with the
observations from Bosc et al. [9].

The accuracy, monotonicity, and consistency indexes of
the objective video quality models, as defined in Section 4,
are reported for each content separately in Table 2. The re-
sulting values for the Pearson linear correlation coefficient
confirm the graphical analysis. In general, the PSNR of the
decoded view has the highest correlation with perceived qual-
ity. Two extreme cases can be noticed. First, content S01. In
this case, the PSNR of the synthesized view (PCC=0.4489)

has a significantly lower correlation than the average PSNR
of the decoded and synthesized views (PCC=0.8502) or the
PSNR of the decoded view (PCC=0.9216). Second, con-
tent S071. For this content, the PSNR of the decoded view
(PCC=0.9219) expresses perceptual quality significantly bet-
ter than the PSNR of the synthesized view (PCC=0.3788)
or the PSNR of the intermediate view (PCC=0.1119). One
content (S08) stands out of the trend, but the difference is
insignificant. For this content, the PSNR of the synthesized
view (PCC=0.9043) is more correlated with the perceived
quality than the PSNR of the decoded view (PCC=0.8813).

Taking into account both views increases correlation with
perceived quality as opposed to considering the synthesized
(intermediate) view only.

The different performance indexes have similar be-
havior across the different contents. Considering overall
performance indexes, averaged on all contents, the best
performance is obtained using the PSNR of the decoded
view (PCC=0.9200, SCC=0.9114), followed by the average
PSNR of the decoded and intermediate views (PCC=0.9028,
SCC=0.8892) and the average PSNR of the decoded and syn-
thesized views (PCC=0.8834, SCC=0.8762). These objective
video quality models outperform in general the PSNR of the
synthesized view (PCC=0.6668, SCC=0.6797) and the PSNR
of the intermediate view (PCC=0.5858, SCC=0.6234).

1It should be noticed that the MPEG committee has decided not to use
this content anymore for further evaluation.

Table 2. Accuracy, monotonicity, and consistency indexes of the objective video quality models under consideration.
Decoded Intermediate Synthesized Decoded and Decoded and Decoded Intermediate Synthesized Decoded and Decoded and

intermediate synthesized intermediate synthesized

Pearson linear correlation coefficient Spearman rank order correlation coefficient
S01 0.9216 - 0.4489 - 0.8502 0.9452 - 0.4211 - 0.8509
S02 0.9469 - 0.8158 - 0.9406 0.9534 - 0.7958 - 0.9373
S03 0.9366 0.8130 0.8370 0.9199 0.9240 0.9362 0.8504 0.8674 0.9219 0.9266
S04 0.8889 - 0.8476 - 0.8843 0.8372 - 0.8055 - 0.8412
S05 0.9073 0.4592 0.4877 0.8498 0.8309 0.9078 0.5910 0.5831 0.8182 0.8019
S06 0.9558 0.6477 0.6145 0.9235 0.9039 0.9773 0.6370 0.5934 0.9288 0.9049
S07 0.9219 0.1119 0.3788 0.9186 0.8284 0.9158 0.1935 0.4704 0.9278 0.8723
S08 0.8813 0.8972 0.9043 0.9024 0.9044 0.8185 0.8449 0.9006 0.8492 0.8747
Mean 0.9200 0.5858 0.6668 0.9028 0.8834 0.9114 0.6234 0.6797 0.8892 0.8762

Root-mean-square error Outliers ratio
S01 0.9476 - 2.1812 - 1.2850 0.0220 - 0.2088 - 0.0659
S02 0.7882 - 1.4169 - 0.8316 0.0000 - 0.0978 - 0.0217
S03 0.7861 1.3062 1.2277 0.8795 0.8575 0.0000 0.0312 0.0208 0.0104 0.0104
S04 1.1044 - 1.2790 - 1.1255 0.0217 - 0.0543 - 0.0217
S05 1.1532 2.4362 2.3941 1.4455 1.5260 0.0172 0.2241 0.2241 0.0862 0.0862
S06 0.8395 2.1743 2.2515 1.0945 1.2205 0.0000 0.1429 0.1429 0.0238 0.0476
S07 0.6844 1.7550 1.6345 0.6981 0.9892 0.0000 0.0526 0.0526 0.0000 0.0000
S08 1.1639 1.0878 1.0513 1.0615 1.0510 0.0185 0.0556 0.0370 0.0185 0.0185
Mean 0.9334 1.7519 1.6795 1.0358 1.1108 0.0099 0.1013 0.1048 0.0278 0.0340
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6. CONCLUSION AND FUTURE WORK

In this paper, the correlation between different PSNR-based
metrics and the perceived quality of an asymmetric stereo
pair has been investigated. The stereo pairs considered in
this study were formed from a decoded view and a synthe-
sized view having different visual quality. Results show that
the PSNR of the decoded view has the highest correlation in
terms of the Pearson correlation coefficient with perceived
quality. Similar performance can be achieved when consid-
ering the average PSNR value of both views. On the other
hand, the PSNR of the synthesized view has a significantly
lower correlation with the subjective results. These conclu-
sions are similar to that of previous studies on the perceived
quality of asymmetric stereo pairs. Therefore, we suggest that
the objective quality assessment for this scenario should be
predicted by the PSNR of the decoded view and/or the av-
erage PSNR of both views rather than by the PSNR of the
synthesized view.

To extend our work, state of the art 2D metrics, such
as SSIM and VQM, and, even more important, 3D metrics
should also be evaluated for the same target application in fu-
ture investigations. The correlation between objective metrics
and perceived quality of stereo pairs formed from two syn-
thesized views should also be studied. Indeed, in this case,
the two views contain artifacts due to the rendering process.
Therefore, it can be expected that some properties of the hu-
man visual system, such as binocular suppression, will not
have as much impact.
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