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Abstract—Crowdsourcing micro-task platforms facilitate sub-
jective media quality assessment by providing access to a highly
scaleable, geographically distributed and demographically di-
verse pool of crowd workers. Those workers participate in the
experiment remotely from their own working environment, using
their own hardware. In the case of speech quality assessment,
preliminary work showed that environmental noise at the lis-
teners side and the listening device (loudspeaker or headphone)
significantly affect perceived quality, and consequently the relia-
bility and validity of subjective ratings. As a consequence, ITU-T
Rec. P.808 specifies requirements for the listening environment of
crowd workers when assessing speech quality. In this paper, we
propose a new Just Noticeable Difference of Quality (JNDQ) test
as a remote screening method for assessing the suitability of the
work environment for participating in speech quality assessment
tasks. In a laboratory experiment, participants performed this
JNDQ test with different listening devices in different listening
environments, including a silent room according to ITU-T Rec.
P.800 and a simulated background noise scenario. Results show a
significant impact of the environment and the listening device on
the JNDQ threshold. Thus, the combination of listening device
and background noise needs to be screened in a crowdsourcing
speech quality test. We propose a minimum threshold of our
JNDQ test as an easily applicable screening method for this
purpose.

Index Terms—crowdsourcing, speech, quality assessment, en-
vironment noise, just-noticeable difference

I. INTRODUCTION

Speech quality assessment has been a common problem
addressed since the early days of telephony, and has also
been subject for research since then. Because of the subjective
nature of the concept of quality [1], [2], speech quality
assessment is commonly carried out by human test participants
who are either instructed to listen to short stretches of speech
and afterwards rate perceived quality on one or several rating
scales (listening-only tests), or to hold a conversation over a
telecommunication system and afterwards rate the quality of
the conversation, again on one or several rating scales (con-
versation test). The devices used for listening or conversing
are commonly well-defined and controlled, in order to not
provide a further negative impact on the speech samples to-
be-judged. In addition, such tests are commonly carried out

in a quiet laboratory environment in order to not interfere
with the listening and rating task, or to not incite conversation
partners to rise their voice to fight against noise in their own
environment. ITU-T Rec. P.800 [3] provides requirements to
the design and set-up of such assessments.

Whereas laboratory tests help to keep the measurement
process clean from external sources which might disturb the
measurement process (thus increasing the reliability of the
measurement), they lack realism, in that the devices used and
the test environments do not reflect typical usage situations.
To fight this problem, and to provide a complementary ef-
ficient method to speech quality assessment, crowdsourcing
experiments have been designed [4]. Such tests make use
of online workers (so-called crowdworkers) who carry out
assessment tasks on a dedicated crowdsourcing platform, and
get paid for their service. In crowdsourcing, the physical
environment where the experiment is carried out differs be-
tween participants, and there is no control over it. At most,
crowdworkers can be instructed to execute the test in a
specific environment (which however will not be equivalent
to a laboratory environment with respect to ambient noise,
reverberation, etc.). However, it is possible to monitor the
environmental conditions either by requesting crowdworkers
to participate in a pre-test, or by analyzing incoming sensory
signals (e.g. microphone signal).

Mostly, crowdworkers work at home [5], [6] where they
might be subject to two types of noise: one is constant noise
resulting from machines or environment traffic scenes, and
the other is a periodic, melodic or voiced type of noise like
from TV, music, radio, or people talking [6]. Preliminary
work showed that the type of listening device (loudspeaker
or headphone) [7] and environmental noise at the listeners
side [8] affects the outcome of a speech quality test. This
paper focuses on aforementioned background noises at the
listener-side, and aims at identifying a suitable method for
assessing the environmental conditions during online speech
quality assessment test. For this purpose, a modified Just-
Noticeable Difference (JND) test is developed which evaluates
the environment prior to the quality assessment task. To

2020 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including
reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or
reuse of any copyrighted component of this work in other works. This paper has been accepted for publication in the 2020 Twelfth International Conference
on Quality of Multimedia Experience (QoMEX).

ar
X

iv
:2

00
4.

05
50

2v
1 

 [
cs

.M
M

] 
 1

1 
A

pr
 2

02
0



develop the test, the JND of speech quality perceivable by
an average participant with normal hearing ability will be
measured in a laboratory study. Then, in the crowdsourcing
study to be evaluated, the test checks whether a crowdworker
can reach the same or a finer JND level. If this is fulfilled, it
is assumed that the participants environment (and test setup)
is appropriate for performing a speech quality assessment test.

The paper is organized as follows: In Section II, we de-
scribe a JND test for quality assessment, and its modified
version which is proposed for the crowdsourcing paradigm. We
further outline a laboratory experiment and a complementing
crowdsourcing test which will serve as a basis for judging the
performance of the proposed monitoring method. The results
of these tests are analyzed in Section III, by checking the
impact of the JND test in relation to the crowdsourcing speech
quality assessment outcome. A discussion and proposals for
future work conclude the paper in Section IV.

II. METHOD

In this section we first describe the just-noticeable difference
of quality test, its application as an environment suitability
test and its modified version to be used in crowdsourcing
tests. Finally, we explain the laboratory and crowdsourcing
experiments we conducted to find proper settings for the JNDQ
test.

A. Just-Noticeable Difference of Quality (JNDQ) Test

The Just-Noticeable Difference (JND) refers to the mini-
mum difference between two stimuli that leads to a change
in experience [9]. In other words, this threshold is considered
to be the difference between two stimuli intensities that can
be recognized in some fixed percentage of the presentation
(typically 50 %) by participants. Among different methods
that can be used to determine the JND threshold, the adaptive
staircase method offers many advantages including higher
efficiency, greater flexibility, and fewer assumptions (c.f. [10]
for a detailed discussion). In order to identify exact threshold
values with this method, it is necessary to be able to change
the intensity of the stimuli in small steps.

The Speech-to-Noise Ratio (SNR) is the ratio of the power
of the speech signal to the power of the background noise
[11]. The SNR directly affects perceived quality in telecom-
munication, as a poor SNR leads to reduced intelligibility [11].
In order to determine the the JND, we thus used the SNR to
change the intensity of stimuli (and as the result their quality)
in small steps. Four speech samples (2 male, 2 female, German
language) from the standard ITU-T Rec. P.501 [12] dataset
were degraded with white additive noise to create a test dataset
with different SNR levels ranging from 35dB to 50dB, with
1dB steps.

To determine the JND as a function of the SNR, an adaptive
staircase psychoacoustics method (3AFC, 2 down–1 up) as
proposed by Levit [13] was implemented. During the test, pairs
of stimuli (from a same source) are presented to the participant
who should select which one has a better quality, or state that
the ”difference is not detectable”, following a 3 Alternatives

Forced Choice (3AFC) paradigm (c.f. Fig 1). The procedure
starts from a JND of 15 dB SNR, in which one of the pairs is a
stimulus with constant 50 dB SNR (i.e. reference stimulus) and
the other stimulus with 35 dB SNR (i.e. a dynamic stimulus).
When the participant correctly selects the stimulus with a
better quality two times in a row for the current SNR, the
SNR of the dynamic stimulus will increase by one step for the
next question. However, by any wrong answer, the SNR of the
next dynamic stimulus will be decreased again (i.e. 2 down–
1 up). A reversal happens when the direction of movement of
the dynamic stimulus changes (e.g. previously increased and
now decrease due to a wrong answer or vice versa). The test
continues until either 7 reversals are observed (as suggested by
Levit [13]) or until the number of trials reached 45. In each
reversal, the SNR in which the turn is happening is stored
to calculate the JND level. The final resulting JND threshold
is calculated by averaging between the SNR levels in last 6
reversals. This threshold represents the estimate of the SNR
level for which in more than 70.7% of times its difference
with a reference stimulus is recognizable. In other words, for
participant p the JND of SNR is

JNDp = 50− Tp, Tp =
1

N − 1

N∑
i=2

ti,p (1)

where ti,p is the SNR in which the ith turn happened for
the participant p and N is the number of reversals for that
participant in the test (maximum is 7). The estimated JNDp

depends to the hearing ability of the participant p, listening
environment (namely background noise in the environment),
and the listening system used by the participant p.

B. Proposed Modified Test Method for Crowdsourcing

We estimate the average JND in quality which normal-
hearing participants can reach in a standard laboratory envi-
ronment, according to ITU-T Rec. P.800, using an appropriate
listening system. When a crowdsourcing participant reaches
the same JND threshold in their work environment using
own listening hardware, we can reasonably assume that the
participants environment (and test setup) is appropriate for
performing a speech quality assessment test at that point
of time. However, using an adaptive staircase test in the
crowdsourcing session is not appropriate as it typically takes
about 10 minutes and in crowdsourcing tasks are typically a
lot shorter. Therefore, we propose to ask participants to just
rate four pairs representing the target JND in quality, which
was on average achieved in the laboratory experiment, using
the 3AFC paradigm. If the participant correctly answers 3

4
of the questions, he/she successfully passes the Environment
Suitability Test.

C. Laboratory Experiment

We invited group of normal-hearing participants for a
laboratory experiment. In each session, a participant per-
formed the JNDQ test with three different listening devices
(loudspeaker, own headphone, laboratory headphone) in two
environments (silent room, and a simulation of 50dB(A) noise)



Fig. 1: A sample question from the Just-Noticeable Difference of Quality Test.

in a randomized order. At the end, the hearing ability of each
participant was measured with a professional audiometer . The
environment was set up according to ITU-T Rec. P.800 in the
silent case, and background noise was simulated according to
ETSI ES 202 396-1 [14] in the corresponding noisy case. We
used four speakers at the distance of 2m from participant to
play the Outside Traffic Street Noise recorded at pavement
level L 69.1dB(A) and R: 69.6dB(A) (c.f. [14] for more
details). The Sound Pressure Level at the participants position
was measured with an Artificial Head Measurement System1.
We decided to simulate 50dB(A) SPL environmental noise
on participant’s position, as 1) it is recommended as the
highest level by ITU-T Rec. P.808, 2) [15] showed that at
such a level significant differences in quality ratings were
observed compared to a quiet laboratory study. The close-to-
ear measurements of SPL by HMS II.3 during simulation of
environmental noise showed 50.2 dB(A) SPL in channel 1,
and 49.9 dB(A) in channel 2. When the laboratory headset2

was used the close-to-ear measurements of SPL resulted to
42.6 dB(A) in channel 1 and 38.63 dB(A) in channel 2. The
results of the experiment are reported in the next section.

D. Crowdsourcing Test

Based on the result of the laboratory experiment, we
examined three thresholds for the modified JNDQ test in
crowdsourcing (c.f. section II-B). The crowdsourcing tests
were conducted according to ITU-T Rec. P.808. In each test,
participants rated the speech quality of twelve degradation
conditions represented each by 6 stimuli. The conditions and
stimuli were taken from standard dataset 401 created according
to ITU-T Rec. P.800. It was part of the dataset pool of the ITU-
T Rec. P.863 [16] competition and was kindly shared with us
for evaluating ITU-T Rec. P.808.

We selected the twelve degradation conditions that were
constantly included in all datasets used in the ITU-T Rec.
P.863 [16] competition. They cover the entire range of MOS,
and include background noise and sub-optimum presentation
level for which previous studies showed that the quality of
those conditions would be rated differently in the presence of
environmental noise compared to a quiet laboratory environ-

1HMS II.3 from HEAD acoustics
2AKG 271

ment [8]. A list of degradation conditions is provided in Table
I.

In the crowdsourcing test, workers were first exposed to the
hearing test and one variation of the modified JNDQ test, then
they took part in the training and performed the rating task.
In the training section, they listened to 6 samples from the
original dataset covering the entire range of MOS values. The
aim of the training section is to help workers to familiarize
with the system, and to also anchor their perception of quality
for the stimuli under test to the scale range offered by the
rating scale. Overall, in each crowdsourcing test, we aimed to
collect 14 votes per file from crowdworkers.

III. RESULTS

A. Laboratory experiment

22 participants took part in the laboratory experiment. Dur-
ing the data cleansing procedure, 2 participants were removed
as their answers failed in a reliability test. In addition, the
responses of one more participant were removed due to the
fact that the requirement of normal hearing ability was not
observed in the audiometry test. As a result, the JND levels
archived in different types of environment and using different
devices for 19 participants were compared using factorial
repeated-measure ANOVA.

The assumptions of sphericity were tested by Mauchly’s
test. It indicates that the assumptions had been violated for

TABLE I: Degradation conditions which were rated in the
crowdsourcing tests, taken from dataset 401 of ITU-T Rec.
P.863 competition pool.

Num Degradation condition

C01 SWB - Reference (clean), 0dB attenuation(14kHz)
C02 SWB - MNRU 10 dB
C03 SWB - MNRU 20 dB
C04 SWB - Background noise, 12dB Hoth SNR
C05 SWB - Background noise, 20dB Babble SNR
C06 SWB - Level acc. to P.56, -10 dB
C07 SWB - Level acc. to P.56, -20 dB
C08 NB - MIRS-TX + MIRS-RX
C09 NB - Band pass 500-2500 Hz
C10 WB - Band pass 100-5000 Hz
C11 SWB - Temporal clipping - 2% packet loss
C12 SWB - Temporal clipping - 20% packet loss



TABLE II: Comparison between MOS values from laboratory
experiment and MOS values calculated using ratings of sub-
missions passed or failed in different modified JNDQ tests.

JND in Acceptance PCC SRCC RMSE
SNR criterion Passed Failed Passed Failed Passed Failed

10 1/4 .968a .751 .958a .732 .326a .758
10 2/4 .963 .912 .958b .860 .364 .449
10 3/4 .958 .947 .923 .895 .352 .407

8 1/4 .965 .938 .909 .902 .298 .396
8 2/4 .965 .937 .909 .846 .298 .406
8 3/4 .953 .955 .916 .846 .353 .349

6 1/4 .962 .931 .902 .894 .387 .413
6 2/4 .972b .905 .923 .890 .350 .491
6 3/4 .980b .920 .965a .846 .301b .480

a Significant at α = .05 b Significant at α = .1

the interaction effect between the environment type and the
device type, χ2(2) = 7.549, p = .023. Therefore, the degree
of freedom for the interaction effect was corrected using a
Greenhouse-Geissser estimate of sphericity (ε = .736).

There was a significant main effect of the type of envi-
ronment on the JND level F (1, 18) = 13.74, p = .002,
η2 = .433. Post-hoc test using the Bonferroni correction
revealed that JND levels achieved in the silent environment
(M = 9.86, SEM = .50) were significantly lower than
levels achieved in the noisy environment (M = 11.33,
SEM = .56), p = .002. There was also a significant main
effect of the type of listening device on the level of JND
achieved F (2, 36) = 21.8, p < .001, η2 = .548. Post-
hoc test using the Bonferroni correction showed that there
were statistically significant differences between JND level
achieved with loudspeaker (M = 12.4, SEM = .55) and
own headphone (M = 9.26, SEM = .51), p < .001, and also
between loudspeaker and laboratory headphone (M = 10.13,
SEM = .64), p = .001. However, there was no significant
difference between the level of JND achieved by own or
laboratory headphones, p = .369. Figure 2b illustrates the
mean JND level of SNR achieved using different listening
devices.

There was also a significant interaction effect between the
type of environment and the type of device used, F (2, 36) =
4.48, p = .031, η2 = .199. This indicates that the type
of device used had a differing effect on the level of JND
depending on how noisy the environment was. Contrast re-
vealed a significant interaction when comparing own and
laboratory headphones in different environments, F (1, 18) =
11, p = .004, r = .62. Figure 2a shows that own and
laboratory headphones might perform differently in the silent
environment but similarly in the noisy environment.

B. Crowdsourcing evaluation

Based on the laboratory experiment, we selected three JND
in SNR levels for the crowdsourcing evaluation, namely 10,
8 and 6 dB. The aim of the crowdsourcing evaluation was
to observe if there is a difference between opinion ratings

(a) Interaction graph between the environment types and the listening
device types.

(b) Mean JND in SNR achieved using different listening devices.

Fig. 2: Result of factorial repeated-measure ANOVA for
laboratory experiment.
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Fig. 4: Comparison of MOS values in laboratory and MOS values calculated with ratings from passed and failed answers (only
most lenient and strict setups).

from participants who pass or fail in the modified JNDQ test
with above-mentioned thresholds. We selected 12 degradation
conditions, and 6 stimuli per condition to be rated. As number
of files are higher than recommended number of stimuli per
a crowdsourcing session [4], we divided each test into six
sessions (assignments). In each assignment, participants rated
12 stimuli, one trapping question [5], and one gold standard
question. We included trapping questions and gold standard
questions as recommended in [4] to check the reliability of
the collected data. We used an open-source software package3

to conduct the experiment in Amazon Mechanical Turk4.
We conducted three crowdsourcing tests, each include one
variation of modified JNDQ test (i.e. different JND in SNR
level). In each test, we aimed to collect 14 votes for each
stimulus. Overall 252 assignments (84 for each test) were
posted for crowd workers. Among 2885 submitted answers, 52
responses were removed in the data cleansing step (because
of wrong usage of headphone, wrong answer to the trapping
question or invalid answer to the gold standard question). Each
crowdsourcing test (i.e. JND group) has nearly similar number
of answers (M = 79, STD = 3.2), which passed the first data
cleansing step, overall submitted by 93 crowd workers.

In each test, different percentage of answers pass the mod-
ified JNDQ test depending to the SNR level used and the
acceptance criteria (i.e. minimum number of correct answers
out of the four questions). Figure 3 illustrates the percentage
of answers passed the modified JNDQ test based on the JND
in SNR levels and different acceptance criteria. Since setting
the criteria in such a way that all of the 4 pair-comparison
questions should be correctly answered leads to failed of more
than 60% of assignments, we do not consider this criterion in
the next steps. We divided the submitted answers into two
groups; ”Passed” answers which passed the corresponding
modified JNDQ test and ”Failed” answers which failed the
test. We also considered different criterion (i.e. number of
questions correctly answered out of four) to decide whether the
test is passed or failed. For each group we calculated MOS per
12 conditions and the Pearson Correlation Coefficient (PCC),
Spearman’s Rank correlation coefficient (SRCC) and the Root

3https://github.com/microsoft/P.808 Accessed March 2020
4https://www.mturk.com Accessed March 2020
5There is a difference between create assignments and submitted answers

because we actively published a new assignment when a submitted answer
failed in quality control step.

Mean Square Error (RMSE) between the calculated MOS
and the MOS values from the standard laboratory experiment
performed according to the ITU-T Rec. P.800. Results are
presented in TableII. The highest correlation to the laboratory
achieved in the most strict test setup i.e. JND in SNR level of
6 and three or more questions out of four should be answered
correctly. Considering the RMSE, the least value achieved with
JND of 8 and 1 or more correct answers. We also compared
the difference between correlation coefficients and RMSE
values from the passed and the failed groups using Fisher-
z transformation and F-distribution respectively, as suggested
in [17]. Results show significant improvement in both most
strict and most lenient setups. Figure 4 illustrates those cases.

We also evaluated how MOS for degradation conditions
provided by the passed and failed groups differ for the strict
and lenient setups (cf. Figure 5). Conditions C01, C08 and
C09 (i.e. reference and narrow-bands) are rated similarly by
passed and failed groups and very close to the laboratory
MOS. Crowd workers provided higher rating for C10, C11
and C12 than laboratory MOS (constant between all groups).
For conditions C02-5 (i.e. noise) always both failed groups
gave higher ratings and specifically people failed in the
lenient setup. For condition C06 and C07 (i.e. sub-optimum
presentation level), both failed groups gave a lower quality
ratings. Again specifically ratings of group which failed in
the lenient setup was strongly lower than laboratory MOS
values. These results are inline with finding in the literature
[8] where in the laboratory environment background noise
in different levels were simulated and participants performed
speech quality assessment test.

IV. DISCUSSION AND CONCLUSION

In this paper we assessed the application of JND in quality
as an environment suitability test for crowdsourcing. Labora-
tory and crowdsourcing experiments were conducted for this
purpose. Our results show that the achievable JND level in
a laboratory depends on the background noise and on the
listening device, with an interaction effect between them. As
a consequence, a properly designed JND test seems to be
appropriate for distinguishing noisy environment from silent
conditions, once the listening device is known. In addition, the
JND seems to be particularly high when using loudspeakers.
As listening through loudspeakers are not recommended for
speech quality assessment [4], a well-designed JND test may

https://github.com/microsoft/P.808
https://www.mturk.com
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Fig. 5: MOS values per degradation conditions, provided by each group.

also be used for filtering out participants who do not use a
headphone in crowdsourcing tests6.

We evaluated the modified JNDQ test in a crowdsourcing
experiment conducted according to the ITU-T Rec. P.808.
Participants were first exposed to a hearing test, and then
training and rating sections. We created three environment tests
(i.e. a modified JNDQ test with 4 questions all representing
a same JND in SNR level). An environment test was always
positioned before the rating section. In each environment test
we took a different JND in SNR level namely 10, 8 and
6 dB. Despite passing or failing in the environment test,
participants got access to the ratings task. In more than 60%
of times, participants failed in at least 1/4 questions, with
higher percentage of failures in lower JND levels. The ratings
provided after passing or failing in each environment test were
compared to the ratings provided in a standard laboratory
test. Significant difference between performance of passed
and failed groups, in term of correlation of their votes to the
laboratory MOS values, were observed in the most strict (i.e.
JND 6 dB and +3/4 correct answer) and most lenient (i.e.
JND 10 dB and +1/4 correct answer) setups. Our studies show
that the lenient case is more cost efficient as there only 15%
of answers were failed, whereas the failed ratio in the strict
case is 61%. In addition, detailed look on the MOS ratings
for each degradation condition, revealed that applying the
modified JNDQ test leads to reliable assessment of degradation
conditions that include noise and sub-optimum presentation
level. It should be considered that since the modified JNDQ
test evaluates the suitability of participant’s environment on
that specific time, it is not a continues monitoring solution.
On one hand, as the worker’s surrounding acoustic scene can
be changed frequently, it is recommended to expose them to
the test often. On the other hand, injecting the modified JNDQ
test in every CS session strongly increases the overall duration
of the session. Finding an efficient rate in which the modified
JNDQ test should be integrated in a crowdsourcing session
is subject of further research. Overall, we recommend to use
the lenient setup to filter out participants with inappropriate
setup. Depending on the goal of experiment, one may consider

6To the best of authors’ knowledge there is no comprehensive way to detect
usage of headphones utilizing software libraries.

on how often include the test and to use a more strict
configuration.
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