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Abstract—This paper presents a vision based robotic system
to handle the picking problem involved in automatic express
package dispatching. By utilizing two RealSense RGB-D cameras
and one UR10 industrial robot, package dispatching task which is
usually done by human can be completed automatically. In order
to determine grasp point for overlapped deformable objects,
we improved the sampling algorithm proposed by the group
in Berkeley to directly generate grasp candidate from depth
images. For the purpose of package recognition, the deep network
framework YOLO is integrated. We also designed a multi-modal
robot hand composed of a two-fingered gripper and a vacuum
suction cup to deal with different kinds of packages. All the tech-
nologies have been integrated in a work cell which simulates the
practical conditions of an express package dispatching scenario.
The proposed system is verified by experiments conducted for
two typical express items.

I. INTRODUCTION

Recently, in many industry fields, human beings are re-
placed by robots. Although robot based automation has
achieved great progress, there are still many tasks necessitate
human labor. In logistics field, Amazon had held the robot
competition (ARC) aiming to solve the problems involved in
logistic process [1]–[3]. When Amazon first held the Amazon
Picking Challenge in 2015, many teams failed to pick the spec-
ified items by their robotic systems. At that time, many teams
only employed two fingered gripper as the end effector. While
in the 2017 Amazon Robotics Challenge, most teams achieved
high marks and employed both gripper and vacuum suction
cup. It was proved in the challenge that the combination of
gripper and vacuum suction cup was efficient. Although the
challenge is terminated, it attract interests from the researchers
in finding robotic solution in logistics.

One of the tasks in logistic system which is considered
as a potential target for robotic automation is the process of
package dispatching. Currently, this process is conducted by
human workers. In the process, the worker have to pick up
the package from the conveyor and recognize the destination
information printed on it. Based on the information, the worker
then dispatches the package to the specified line. The main
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problems involved in the procedure is that the label printed on
the package may not face upwards. In this case, the sensors can
not capture the label and it needs the robot to grasp the package
and then reverse it. In many situations, the packages are
crowded randomly. This increases the difficulty in finishing the
item grasping. In this research, we try to tackle the problems
confronted in this situation by using RGB-D cameras.

II. RELATED WORK

For decades, researchers have been doing research on robot
grasping [4]–[8]. In the early work [9], [10] , human-designed
features were used to represent grasps in images. In order
to generate grasp candidate, full 3-D model of objects is
necessary [11]. These methods was popular at that time, but
they all faced challenges in the situations where no robust
features nor full 3-D models are available. These situations are
common in practical applications. Recently, many algorithms
are proposed by to solve the robotic grasping problem without
using CAD models. Andreas et al. [12], [13] proposed to di-
rectly generate grasp poses in point clouds and then use neural
networks to rank all candidate poses in order to select the most
proper one. Lenz et al. [14] attempted to employ deep learning
technologies to learn and detect features representing proper
robotic grasps using RGB-D images. In Amazon Robotics
Challenge, team MIT-Princeton [15] built a multi-view vision
system to estimate the 6D pose of objects. They also studied
the policy of utilizing two functioned hand composed of two-
fingered gripper and vacuum suction cup [16] Causo et al.
[17] and Eppner et al. [2] designed robust robot systems for
item picking integrated with perception, motion planning and
special purpose end effector. Wade et al. [18] designed a
multi-modal end-effector which is combined with three grasp
synthesis algorithms.

The group in Berkeley did a lot of researches on robust
grasp planning. They build a large dataset for grasp and suction
planning which is called Dexterity Network. The dataset is
composed of huge sensor data in various kinds of grasping
scenarios and the corresponding metrics for evaluating grasp
candidates. Both the grasping methods with parallel-jaw grip-
per and that using vacuum suction cup are considered in the
dataset. They proposed the Grasp Quality Convolution Neural
Network for evaluating grasp candidate directly from sensor
input. This neural network is trained on the dataset of Dex-Net.
The grasp and suction evaluation algorithm directly samples
candidates from depth image with no object models assumed
and this feature makes the method capable of dealing with
novel objects.
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(a) Express envelope (b) Express bag

Fig. 1. The express bag and envelope tackled in the dispatching procedure

Our work is inspired mainly by the algorithms proposed by
the group in Berkeley and we have made the following contri-
butions. Firstly, we improve the grasp sampling algorithm and
it demonstrated better performance compared with the original
one when dealing with the picking problems confronted with
express package dispatching application. Secondly, we design
a two-functioned robot hand consisting of a two-fingered
gripper and a vacuum suction cup. Finally, by combining
the methods for object detection YOLO [19], [20] with the
Open Source Robot Operating System, we integrated a robot
system shown in Fig. 2, with which a typical express package
dispatching demonstration is realized.

III. PROBLEM STATEMENT

In the subsequent demonstration of package dispatching
procedures, two kinds of items: bags and envelopes are con-
sidered. In practical dispatching line, they are processed sepa-
rately. The respective conveyors transmit items to dispatching
work cell. A worker has to recognize the information printed
on the label of the package then dispatch them according to
the information recognized. Since the status of the packages
on the conveyor are random and overlapped with each other as
shown in Fig. 1, the workers have to reverse the package if it
does not face upward in order to see the label. The difficulties
in a robotized solution for this procedure mainly come from
the task of picking one package from overlapped ones. A
successful dispatching requires that for all the packages the
barcodes printed on them face upward and are recognized
correctly.

IV. THE APPROACH

Our automatic express dispatching system is composed
of two components, the vision processing system and the
manipulator. As for the vision processing system, two Re-
alSense D435 cameras are employed to provide color and
depth images. The color images are used to detect objects
and recognize the barcodes, while the depth images are fed to
grasping planning algorithm. As for the manipulator, we use
one UR10 robot mounted with an end-effector which support
the usage of switching between using two-fingered gripper
and a vacuum suction cup. All the programs of the system are
implemented with Robot Operating System. Fig. 2 shows the
whole system and the flowchart of the information processing
pipeline is shown in Fig. 3.

Fig. 2. The robot system

Fig. 3. The flowchart of the processing in the express package dispatching
system

A. Package Recognition Method

The neural network frame YOLO is popular in object
detection field for its accuracy and real-time performance
when compared to Faster R-CNN [21]. For the purpose of
package recognition, we tried both the official implementation
of YOLO and Faster R-CNN based detection methods from
Darknet and Google. They both perform well for our tasks.
But there is a trade-off between the accuracy and speed. Faster
R-CNN achieves higher accuracy while YOLO demonstrates
faster speed. Considering the requirement of the real time per-
formance in practical applications, we finally choose YOLO
as the detector.

For the target of envelope and bag, we prepared for 25
pictures for each category respectively. Each picture contains
multiple objects and all the objects are placed randomly like
the situations of real industrial environment. We resize each
picture to 640 × 480 and image argumentation is conducted to
the dataset by random rotating each picture. It finally results
to a dataset consisting of 300 images.

In order to detect express packages and barcodes, two



(a) envelope (b) bag

Fig. 4. Envelop and bag recognition

Fig. 5. Barcodes recognition

YOLO networks are trained separately. One of them is used
for package detection and the other is used for barcode
recognition. The processing pipeline is designed assuming
that the robot first picks one item up using the camera
configured above the workspace and then the other camera
configured next to the workspace will be triggered to detect
whether there is a barcode. Based on the recognition result,
the robot will decide how to process the object. For those
packages which barcodes face upward, the robot will place
them on the conveyor directly, otherwise the object will be
reversed to make its barcode face upward. After training of
20000 epochs, the networks achieves good performance in
distinguishing envelopes from bags as shown in Fig. 4 and
barcode recognition shown in Fig. 5.

B. Grasp Policy

Considering the deformable property of the express bags,
we choose to use two-fingered gripper to grasp them. The
grasp planning is implemented following the method which
samples antipodal grasps directly from depth images [22].
After obtaining hundreds of candidate grasps, the GQ-CNN
[22] is used to rank them and choose the best one. When we
use the original grasp policy proposed by Berkeley, we find
that it is likely to generate unreasonable results, which will
lead to failure of grasping. In addition, we do not want the
sampled grasp candidates to be on the surface of the bags,
since it may lead to the collision between end-effector and
items enclosed inside the bag, as shown in Fig. 6. Without
information on the objects inside the bag, the grasp plan
indicates danger. Thus we attempted to improve the algorithm
by taking all above considerations into account, and its detail
is shown in Algorithm 1.

The improved algorithm works like a filter and it ensures
that only the reasonable grasp candidate will be left. The
method is inspired by [12], [13]. The idea behind the con-
strains described in the algorithm is to make sure that there

Fig. 6. The execution of the grasp may cause collision between the robot
end-effector and the object enclosed inside the bag

Algorithm 1 Improved grasp sampling algorithm
Input: The set of candidate grasps generated by the original

antipodal grasp sampling algorithm is denoted as G. The
depth value at the two parallel jaws position are repre-
sented separately as d1 and d2. The depth value at the
grasp center is denoted as d0. The color value at the two
parallel jaws position are denoted separately, as c1 and
c2. The mean and standard deviation value of depth and
color in the region covered by the grasp are denoted as
µd, µc, δd, δc. The maximum and minimum depth value
in the region covered by the grasp, are denoted as dmax

and dmin . The parameters, ε in the following represents
threshold values.

Output: The final grasp candidates set, G̃,
1: for every g ∈ G do
2: if d1 > d0 + ε1 and d2 > d0 + ε1 then
3: if dmax − dmin > ε2 then
4: if µd > d0 + ε3 and δd > ε4 then
5: if δc > ε5 then
6: if mean(c1 − c2) > ε6 then
7: g ∪ G̃
8: end if
9: end if

10: end if
11: end if
12: end if
13: end for
14: return G̃

is one part of the object in the grasp region as well as
the color and depth distribution are different between the
candidate grasp region and that of the outside. To be more
specific, the depth and color value at the parallel jaw positions,
grasp center positions are different with that outside of the
parallel jaws. The optimal grasp for a bag with no information
about the object enclosed in it is to grasp its corner. The
proposed algorithm is to filter out the candidate satisfying the
requirement.

Fig. 7 illustrates the whole sampling results from the
improved algorithm. We could see that the algorithm outputs
grasp candidates around the four corners of the bag. They
are safer with low possibility of leading to collision between
the robot hand and the objects inside the bag. The comparison
between the proposed algorithm and the original one is demon-
strated in Fig. 8. It is demonstrated that the proposed algorithm



(a) The first grasp (b) The second grasp

(c) The third grasp (d) The fourth grasp

Fig. 7. The generated grasp plan during a whole subsequent picking process
of four overlapped bags.

generate more reasonable grasp plan than that generated with
the original one. We argue that the proposed method can also
be applied to other similar situations.

C. Suction Policy

The envelopes are flat, which makes it suitable for using
suction cup to directly suction on the surface in order to pick
them up. We utilize the suction sampling policy proposed in
the work [23]. We also assumes that the position near the
center of the envelope is the ideal place for suction. Therefore,
we use YOLO as the detector to find where the envelope
is and then takes sampling suction point near center of the
detection result. We use a vacuum cleaner to provide the
necessary suction force. This kind of utilization is also popular
in Amazon Picking Challenge [1]–[3], [15], [17], [18], [24],
[25].

D. Gripper and Suction Cup Switch Device

In Amazon Picking Challenge, many teams employ a device
to switch between gripping and suction mechanism in order
to choose different picking ways according to the property
of targets [1], [3], [18], [24], [25]. We also designed such a
device to enable switch between a Robotiq 140 two-fingered
gripper and Schmalz’s suction as shown in Fig. 9.

Different from the other similar devices, our switch device
also supports the usage of simultaneously employing both of
the two mechanisms. In some situations, this provides merit for
object manipulation. For example, for picking a book placed
on a table, we can choose to firstly suction it. Since generally
the width of the book will be beyond the that of the griper
jaws, it is impossible for gripping. After the book suctioned,
we can then make the gripper to achieve a stable grasping.

Fig. 8. Comparison between the original sampling algorithm(left) and the
improved one (right)

(a) suction model (b) grasp model

Fig. 9. Gripper and suction cup in two operation modes

V. EXPERIMENT

We implement all the proposed methods under ROS and
conducted the corresponding experiments with our platform
with a single GPU (NVIDIA GeForce GTX 1060). The
experiment video can be viewed here 1. In the verification
experiments, we set the parameters in algorithm 1 as follows:
ε1 = 0.01, ε2 = 0.01, ε3 = 0.01, ε4 = 0.01, ε5 = 30, ε6 = 50.
Fig. 10 and Fig. 11 show the whole grasping and recognition

1https://youtu.be/TgD2G8B-QSY

https://youtu.be/TgD2G8B-QSY


Fig. 10. Express bags picking experiment

procedure for express envelope and bag respectively. In each
of the experiments, four objects are placed on the table in the
initial state. The robot then conducted dispatching procedure
of ”pick-recognize-place” one by one. For the envelopes, the
robot would choose to use suction and its success rate is almost
100%. For the bags, the robot would choose two-fingered
gripper to complete the task. Its success rate is about 90%. The
failures in the experiments are mainly due to the slip between
the object and the gripper which leads to object dropping in
transmitting phase. The time cost of picking and placing four
bags is about fifty seconds and is about one minute and a half
for four envelopes. For further study, we will try to reduce the
time cost of whole process.

VI. CONCLUSION

In this research, we proposed a robot system to tackle the
problem in express packages dispatching. In this procedure, a
human worker has to pick up the packages and recognize the
label on the packages. Then he should dispatch them according
to the recognized information. The difficulty involved in the
procedure is that the packages are randomly placed and
overlapped with each other. In addition, without prior infor-
mation on the objects enclosed inside the package, grasping
may fail due to the contact between the robot hand and the
object inside. For this problem an improved grasping planning
method is proposed which generates grasp plan avoiding direct
contact to the center of the package. For the purpose of
package recognition, neural network based detection method
is integrated. With the proposed methods, the robot system

Fig. 11. Express envelopes picking experiment

demonstrated in experiments the capability of picking and
recognizing two typical express packages: envelope and bag.
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