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Abstract

Introduction: Although the interview is the most important and widely used re-
quirements elicitation technique, novice engineers do not receive adequate training in
Requirements Engineering (RE) courses.

Objectives: The goal of the research is to develop an AI-based interview simula-
tor for helping novice requirements engineers in gaining interview skills.

Methods: The research is based on the Design Science Methodology for Informa-
tion Systems. The simulator is the outcome of six cycles; in each cycle, a proof of
concept with additional features is created. Each cycle finishes with evaluation and
improvement suggestions.

Results: The simulator has been tested with students and results have been promis-
ing. The interview simulator understands context-free questions, retrieving the right
information related to RE concepts such as Tasks, Goals, Users, Benefits, Stakehold-
ers, Constraints, and Integration. Furthermore, the simulator also makes summaries of
conversation, answers meta-questions, and questions based on the context.

Conclusions: The simulator has received good response from students, they were
able to complete the tasks and feedback suggests that simulator will be surely helpful
for novice engineers to improve interview skills. Moreover, the interview simulator will
be tested in a real RE course in the academic year 2020-2021. Once it proves effective
in the classroom, it will be opened to the RE community for free use and improvement.

Keywords: Requirements elicitation, chatbots, assistants, interviews, interview train-
ing.
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Chapter 1

Introduction

Requirements elicitation (REl) is a crucial phase of requirements engineering (Ian
Sommerville and Sawyer 1997), which strongly influences the quality of final prod-
uct (Wohlin et al. 2005). Communication skills are fundamental to elicitation; hence
people with strong communication skills are more effective in the requirements elici-
tation (Anwar, Razali, and Ahmad 2011). Users and customers should have enough
skills to express their needs to the requirements engineers, and obviously, requirements
engineers should be specialists in acquiring the necessary domain-specific knowledge.

REl comprises diverse activities and multiple techniques to perform these activities.
There exist many requirements elicitation techniques such as task analysis, question-
naires, domain analysis, interviews, observation, etc. Elicitation techniques are selected
depending on system type, purpose, time, budget, etc.(Carrizo, Dieste, and Juristo
2014). However, interviews are the most widely used elicitation technique for require-
ments acquisition (Zowghi and Coulin 2005), and they are considered as one of the most
effective elicitation techniques (Davis et al. 2006).

Interviews look easy to conduct because they are, in essence, a one-to-one conver-
sation. However, an effective interview is not a free conversation. On the one hand,
interviews require the realization of several tasks, e.g., scheduling, script preparation,
and consolidation. On the other hand, their success significantly depends on the skill
of the interviewer to know what are right questions and when to ask them, and from
whom to ask (Zowghi and Coulin 2005). Interviews are a soft skill but it is not acquired
for free.

It is difficult for REl students to develop interview skills during their courses. The
problems are multi-fold: (1) students usually have limited domain knowledge, (2) in-
terview practice is time-consuming, and (3) large groups prevent instructors to conduct
even a single interview with each student. At least in our experience, interview training
in academia restricts to theory or short-time exercises.

Similar problems have been reported in other sciences.(Fitzmaurice et al. 2007)
highlight that young doctors have little chances for interviewing patients to acquire
interview skills. (Yang and Evans 2019) discuss the issues of students, teachers, and
staff; students and teachers face problems while using the newly introduced application
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and help desk staff struggle to handle an enormous number of queries. (Kowalski,
Pavlovska, and Goldstein 2009) reveal that the security personnel struggle to acquire
effective communication skills using the traditional learning method.

An approach that has been explored by some researchers to improve the engineers’
interviewing skills is to develop interview simulators, likewise e.g., airline pilots are
trained in flight simulators. However, we are not aware that any of these simulators are
currently available. It is even possible that they did not proceed beyond the research
stage, as the natural language processing technology has developed at a rather slow
pace in the past years. The situation has changed with the rise of computing power
and the expansion of AI-enabled technologies, e.g., digital assistants such as chatbots
are commonplace (Maedche et al. 2019) for customer assistance in many web pages and
traditional phone systems.

In this thesis, we aim to develop an AI-based interview simulator for helping novice
requirements engineers to acquire interview skills. More specifically, our research goals
are:

1. Create a chatbot that engages in a natural conversation with requirements engi-
neers.

2. Emphasize good interview practice during the conversation, e.g., using context-
free questions (Gause and Weinberg 1989; Wiegers and Beatty 2013), making
summaries (Kato et al. 2001), etc.

3. Introduce natural language pitfalls, e.g., ambiguity, incompleteness, etc. in the
engineer-chatbot conversation.

4. Elaborate on a design theory for chatbots applied to REl interviews.

This research applies the Design Science (Hevner and Chatterjee 2010) methodol-
ogy, due to its requirement of developing a working software product. We have carried
out six Design Science cycles and the results are promising. The interview simula-
tor understands context-free questions, retrieving the right information related to RE
concepts such as Tasks, Goals, Users, Benefits, Stakeholders, Constraints, and Inte-
gration. Furthermore, the simulator also makes summaries of conversation, answers
meta-question, and questions based on the context, for instance when discussion is go-
ing on about tasks and the user asks anything else; simulator will identify and responds
with tasks. Moreover, the interview simulator will be tested in a real RE course in the
academic year 2020-2021. Once it proves effective in the classroom, it will be opened
to the RE community for free use and improvement.

This thesis is organized as follows: In chapter 2, we provide the relevant background
information. In chapter 3, we elaborate the research goals. In chapter 4, we introduce
the Design Science methodology, that we use for the design and implementation of the
assistant. In chapter 5, we explain the results of each iteration. In chapter 6, we discuss
the achieved research goals. Finally, in chapter 7, we report the conclusions and future
work.
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Chapter 2

Background

In this chapter, we present the background knowledge necessary to understand the rest
of this document. In section 2.1, we discuss the role of interviews in requirements
engineering to understand their importance in the requirement elicitation process. In
section 2.2, we talk about the interview training process in requirements engineering.
In 2.3, we explain the different tools to support the interviews in the requirement
engineering process (i.e. help novice requirements engineers). In 2.4, we talk about
different tools to support the interviews in other sciences. In the remaining sections,
we discuss the use of chatbots in education and Watson Technologies used for the
development of the product, i.e., the educational value of Chatbots (section 2.5), and
IBM Watson Technologies (section 2.6).

2.1 Interviews in Requirements Engineering

The process of requirements elicitation is an important phase of requirements engi-
neering (Ian Sommerville and Sawyer 1997), and greatly impacts the quality of the
final product (Wohlin et al. 2005). In order to produce correct software requirements
specifications (SRS), one requires to have strong communication skills (Anwar, Razali,
and Ahmad 2011). The process of getting requirements includes multiple activities
and there exist multiple techniques to perform those activities such as task analysis,
questionnaires, domain analysis, interviews, observation, etc. Any of the requirements
elicitation technique can be selected depending on the type of system, purpose, bud-
get, time, etc. (Davison, Martinsons, and Kock 2004). However, interviews are the
most widely used elicitation technique for requirements acquisition (Zowghi and Coulin
2005), and they are considered as one of the most effective elicitation techniques (Davis
et al. 2006).

Whatever software development methodology is used doesn’t matter; the final prod-
uct should be according to user requirements. Hence, if there are inaccuracies in the
SRS produced after requirements analysis, the software developed using those require-
ments will include errors, and possibly the creation of the system that does not meet
the customer’s purpose. In consequence, the software requirements work would have to
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2.2. INTERVIEW TRAINING IN REQUIREMENTS ENGINEERING

be revised, which will ultimately add a delay in the process and cause an increase in
development cost (Yamanaka and Komiya 2011; Kamata and Tamai 2007; Dvir, Raz,
and Shenhar 2003).

(Yamanaka and Komiya 2011) states that the interview technique is widely adopted
among various requirements elicitation techniques for requirements eliciting process.
One of the reasons this technique is widely adopted is easy to use and the technique
proved to be efficient; as they were able to elicit requirements without exclusions or
inaccuracies. Interviews play a crucial part in several domains in making vague in-
formation clear. For instance, in building expert systems the heuristics are usually
accomplished through an interview of a knowledge engineer with a domain expert.
In software specification, interviews are vital for the extraction of requirements from
customers (Kawaguchi et al. 1987). Furthermore, (Wood 1997) recommend using in-
terview in the normal working conditions to uncover any hidden or incomplete require-
ments. Interviewing and inspecting users in their work is a critical ingredient for the
user-centered design of the system. It will be helpful for designers to obtain accurate
information about the user’s work that will be supported by the new application.

2.2 Interview training in Requirements Engineering

Interview training is based on the following three ideas that engineers shall acquire and
practice:

1. Interviews have a structure : Like other elicitation techniques interviews also have
a structure that should be followed for the successful execution of the elicitation
session. (Wiegers and Beatty 2013) presents activities for the interview structure;
activities include 1)decision on elicitation scope and agenda 2)preparation of re-
sources 3)preparation of questions and straw man models 4)execution of process
5)organization and sharing of notes, and 7)documentation of open issues.

2. There are some good practices : (Wiegers and Beatty 2013) suggests good prac-
tices for conducting the interview.

• At the start of an interview, it’s good to have an introduction with partic-
ipants; and a review of the agenda to recall objectives and clarification of
any matters participants may have.

• In order to keep participants focused on the main topic, it’s necessary to
keep discussion limited to objectives only.

• It’s good practice to draft questions or any guidelines ahead of an interview
they will be helpful for users.

• Innovation is key everywhere so during the interview analyst must ask and
proposes ideas and choices to uncover as much as possible requirements about
the problem domain and to make user express.
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Figure 2.1: Topics for REl adopted by software engineers
reproduced from (Yamanaka and Komiya 2011).

• Last but not least is to listen actively and carefully with the patience to know
what people have to say and extend the conversation by providing feedback
and inquiring if something is unclear.

3. There are different types of questions that could be prepared beforehand : (Ya-
manaka and Komiya 2011) categorized questions for requirements elicitation into
nine topics as shown in figure 2.1; further, these categories have been sub-categorized
into three classes that include questions related to 1) topics related to function-
alities of the system, 2) topics related to time and budget and, 3) topics related
to policies or constraints in making system.
The context-free question has been proposed by multiple authors including (Kotonya
and I. Sommerville 1998), (Gause and Weinberg 1989) ,(Lundeberg, Goldkuhl,
and Nilsson 1981) and (Bolton n.d.) can found at Annex A, Annex C.1, An-
nex C.2, and Annex C.3 respectively. (Gause and Weinberg 1989) states that
these context-free questions that are valid for any product that doesn’t matter
it’s aircraft, boat, home, a song for a one-minute TV advertisement for chewing
gum, a lifetime light bulb, or a trek in Nepal. Context-free questions are inde-
pendent of the design of the product. Those high-level questions can be used to
obtain requirements of the any system.

Interviews are not easy to conduct it involves the realization of several tasks and
their success is subject to the skills of interviewers to know when to ask what and whom
to ask (Zowghi and Coulin 2005). The problems that novice engineers face have been
discussed in the chapter 1 and section 3.1 of the chapter 3.
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2.3 Computerized support for interviews in Require-

ments Engineering

Nowadays people encounter many difficulties when going for an interview in any field
such as a young doctor interviewing patient, novice requirements engineer interview-
ing clients, or applicant having a job interview. In such situations training is highly
recommended for performing well in the interview.

The problems associated to interview training suggest the need for some comput-
erized support to the education/practice of novice requirements engineers. Computer-
Aided Software Engineering (CASE) tools have been applied to software engineering
in a variety of ways. Only a few tools have been specifically created for REl (Kato
et al. 2001). In this section, we will discuss the systems proposed by different authors
for supporting the process of requirement elicitation (i.e, helping novice requirements
engineers).

2.3.1 Work by (Gilvaz and Prado Leite 1995)

(Gilvaz and Prado Leite 1995) present an interview assistant to help software engineers
during the interview process. The assistant uses a conceptual model which is based
on Wetherbe’s indirect questioning approach (Wetherbe 1991) for interviewing and
provides automated support to software engineers in eliciting necessary information
for the development of information systems. The prototype applies generic heuristics
for enhancing the quality of the knowledge base and information collected during the
interview process is also added back to the knowledge base. Wetherbe states that typical
blunder in getting information requirements is to inquire about the incorrect question:
”What information do you need from the new system?”. It’s an explicit question but
not useful for customers; because determining what information they need is not always
helpful for clients. To lessen this problem, Wetherbe proposes a new approach towards
interviewing, i.e., an approach that uses indirect questions.

The idea behind the interview assistant is to help software engineers during the
interview process not replace. The main features of the assistant are:

• The support for software engineers during the interview process by providing
questions.

• The assistant also provides support for analyzing answers and propose new ques-
tions.

• It provides support for adding notes.

• Reports can be generated from the knowledge base.

• It provides support for storing observations as well.

• It uses the dictionary for analysis.
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Moreover, researchers claim that results have been encouraging so far; and their
prototype is operational and has been tested in multiple case studies. According to
them, the main result of the research is the automation of the assistant to help software
engineers.

2.3.2 Work by (Yamanaka and Komiya 2011)

(Yamanaka and Komiya 2011) illustrates a method to navigate interview-driven soft-
ware requirements elicitation. (Yamanaka and Komiya 2011) argues that the require-
ments elicitation process is critical to software development and novice software engi-
neers don’t have enough knowledge and don’t know when to ask what. Consequently,
they will create error-prone SRS that will cost badly to both parties. To help novice
software engineers they have designed a transition based method that helps engineers
to develop their skills. Moreover, the method provides support to ask relevant questions
and keep users on track with the help two-tier model and progress management table.
The navigation process for their interview training method is defined as:

1. At first, the system offers a question to the software engineer, who uses that
question to inquire from the customer.

2. The customer answer to the software engineer’s question.

3. The software engineer checks if the customer’s answer is expected or near to
expected to answers provided by the system in terms of sense. a)if answers match
it will be selected b)if it’s hard to decide that answer match with the system
provided answers the questions will be repeated until a decision is taken.

4. Then the system will automatically prepare the next question relevant to the
answer chosen previously.

5. The system shows the next question to the software engineer.

6. The process will be repeated from Repeat 1 to 5 until there are no more questions
to ask.

To check the effectiveness of the proposed method an experiment was conducted on
software engineering students with and without navigation method. The experiment
focused on collecting requirements for a medical image information system through
interviews with a customer. As a result, the effectiveness of the method was verified
with concluding remarks; regardless of domain information or work experience elicita-
tion process can be done effectively with quality using an interview-driven navigation
method.

2.3.3 Work by (Kato et al. 2001)

(Kato et al. 2001) presents a model of navigating interview processes for eliciting re-
quirements to help novice analysts. They argue that there is a need for methods to
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support the unsolved problem of interviews such as insufficient navigation techniques
for novice engineers, no guidance for making SRS. To overcome such problems they
decide to provide a method that supports novice analysts to conduct interviews like
experts. The main characteristics of the model are:

• It is a mixture of a blackboard and a state transition model.

• The model stores expert analyst’s data in the forms of thesaurus, state transition
model, and template.

• It utilizes the stored information for the interview navigation process.

• The navigation process provides support to analysts to specify SRSs in IEEE
830-1993 format.

• The blackboard model keeps the information in IEEE 830 format.

• The state model is used to keep the state of blackboard such as what has been
asked and what is remaining to be asked.

• After each event state gets updated.

They conducted an experiment and validated their model by comparing the SRSs
created by both novice and expert analysts and results confirm that the navigation
method will help both novice and expert analysts as well. However, the development
of supporting system based on the method is yet to be done.

2.4 Computerized support for interviews in other

disciplines

In this section, we discuss the use of different tools in different fields to help beginners
in gaining interview skills. In short, the goal of researchers in later papers is to utilize
chatbots technology for helping the community in acquiring interview skills.

2.4.1 Work by (Bollweg et al. 2019)

MOOCs face issues such as high dropout rates and the creation of interacting individual
task handlers. (Bollweg et al. 2019) have developed a business-interview simulator type
chatbot for helping online education providers to improve their service. The primary
purpose of their research is to train students for interviewing companies as part of
their course so that they can efficiently conduct interviews (face-to-face or online) with
managers from real companies. The conversation is about Enterprise Resource Planning
(ERP) of different companies such as Retailer, Manufacturer, Service Provider, with
three different levels: small, medium, and large. Students can select the company of
any level(small, large, or medium) and ask questions to the simulator.
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The Google Dialogflow platform (Sehgal n.d.) has been used to develop a chatbot
with the support of a webhook mechanism for communication. ”Dialogflow is a Google
natural language understanding platform used to design and integrate a conversational
user interface into mobile apps, web applications, devices, bots, interactive voice re-
sponse systems, etc”.

The chatbot has been tested on 38 students enrolled in the course. The evaluation
related to the students’ acceptance for the chatbot is based on (Ritzmann, Hagemann,
and Kluge 2014), and performance is evaluated on the basis of ”Chatbot Performance
Measure” (Kuligowska 2015). Students were asked to fill questionnaires right after
using the chatbot. The results indicate that chatbot performed well technically to help
students gaining interview skills. Researchers claim that most students responded that
the chatbot was helpful in many ways such as learning, acted as a natural conversation,
accurate answers, easy to understand, etc. They have concluded that chatbot logic was
successful in interview training to students as part of their practical assignment but
needs more work to be done as it’s kind of an initial prototype.

2.4.2 Work by (Fitzmaurice et al. 2007)

A variety of hurdles such as patients’ reluctance to be interviewed repeatedly by doctors
cause future doctors to get fewer opportunities to learn more about their profession.
Researchers at the Trinity College have conducted a survey to know about the learning
situation of young doctors and found out there is much need for something interactive
like an interview simulator to help students in getting interview skills prior to interacting
with patients.

In order to overcome this issue, (Fitzmaurice et al. 2007) have developed an on-
line interactive e-learning simulator called ”Virtual Interviews for Students Interacting
Online for Psychiatry (VISIOn)” that lets students select an interview path through a
psychiatric disorder. The process is basically a kind of requirement elicitation; students
ask questions to a virtual simulator/patient and it answers accordingly. Interview sim-
ulator also supports follow up questions depending on the chosen path, e.g., if a patient
states that he/she has been feeling depressed than simulator will present questions to
the interviewer (doctor ) such as ”For how long have you been feeling depressed?” and
”Tell me more about what it is like for you to be depressed”.

The researchers have also conducted a follow-up survey about the effects of the
interview simulator, and they got very good responses. In the follow-up poll, 65%
of students responded that they used more than once the simulator, and 45% of the
students replied that they used the simulator for more than an hour. Moreover, 55% of
the students said that they felt that they were actually interviewing a virtual patient,
and all of the participants stated that they will more likely to use the internet because
of simulator availability.

They have concluded that it’s quite helpful for medical schools to use simulators
for teaching students. They also stated that further work will be done with a focus
on connecting the simulator with an expert using video links and with further relevant
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material.

2.4.3 Work by (Stanica et al. 2018)

The goal of researchers is to provide an innovative interview simulator to train soft-
ware engineers for job interviews so that they perform well in real interviews. By using
multiple advanced technologies such as virtual reality (VR), chatbots, and emotions
recognition, (Stanica et al. 2018) have created two different VR environments to simu-
late interviews for two mega-companies (i.e Apple and Microsoft).

The simulator uses the concept of job interview performance evaluation criteria:
technical knowledge (also known as “hard skills”), personality characteristics (also
known as “soft skills”) and impression management. The latter describes the capa-
bility of a person in making an impression on interviewers through his/her appearance.
In order to perform well in the interview, a candidate must possess hard and soft skills.

Machine learning and computer vision techniques have been used collectively to
accomplish certain tasks, such as facial detection, semantic analysis, or emotion recog-
nition. One of the most famous, the Tone Analyzer of Watson IBM’s AI platform, has
been used for emotional analysis. Moreover, Pandorabots platform has been used for
the development of chatbot service that uses API endpoints to connect with unity-based
VR applications.1.

However, the product is still under development, but soon it will be validated on
real applicants.

2.5 The educational value of Chatbots

Chatbots have been widely used in different fields but their use in the field of education
is very less despite their potential (Yang and Evans 2019). In the following sections, we
discuss two examples of chatbots being used training in academia and industry.

2.5.1 Work by (Yang and Evans 2019)

The main focus of the research is to raise awareness about the potential use of Artificial
intelligence (AI) based conversational chatbots in the field of education to the people
interested in utilizing chatbots in the educational area. The authors have created three
initial prototypes to support daily activities of their department:

1. To assist the Master’s course(simulation game): The Simulation bot has

1Pandorabots, Inc. ”is an artificial intelligence company that operates a web service for developing
and deploying chatbots” (Pandorabots n.d.). The Pandorabots Platform is ”one of the oldest and
largest chatbot hosting services in the world.”Customers can build ”AI-driven virtual agents” for
human-like text or speech chats with customers. (Pandorabots n.d.).
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been developed for the delivery of a simulation game course in a taught Master’s
module. Chatbot serves the purpose of the virtual customer in dealing with
different companies. Students act as salespeople of the current company and talk
to chatbot smartly so that they can retain the client by successfully presenting
selling points provided by the current company (i.e., to satisfy chatbot – a virtual
customer).

2. To provide assistance for anew proposed educational application: The
second chatbot serves as a virtual mentor to advise teachers and students about
how to use the app and prepare them to solve problems related to the newly
developed educational software – allowing teachers to add a digital reading list
for their course-based students.

3. To help in the processing of helpdesk questions: Helpdesk bot addresses
requests from students and staff and answers their frequently asked questions,
responds to specific requests, and guides users in the successful submission of
helpdesk requests to the appropriate teams.

Moreover, researchers also discuss challenges in developing the chatbot, and lack of
available features provided by chatbot engines as well. In short, most prominent chatbot
development platforms are not created with the idea to help educational enterprises
such as privacy concerns when integrating them, user-friendly interface, automation of
request filling, and submission to the relevant person. They have concluded that their
chatbots are not ready yet, due to technical challenges, they will be sorted out soon in
collaboration with industrial partners.

2.5.2 Work by (Kowalski, Pavlovska, and Goldstein 2009)

The paper discusses two case studies performed to help security personnel for inter-
nal security training (i.e Information Security related knowledge) using chatbots. The
results of case studies imply that the characters of participants seem to be more pos-
itive while chatbots are adopted rather than current conventional e-learning security
education provided by the company.

However, researchers clearly state that based on the two case studies, we can not
conclude whether the training approach of using chatbots instead of traditional learning
methods is false or useful, but there seems to be a positive indication that we can use
them as a complement over computer-based online training; because of the interactive
nature of chatbots rather sequential, i.e., traditional learning.

2.6 IBM Watson technologies

With the increasing use of technology in every aspect of society, there has been an
exponential increase in data that can be utilized to benefit in many aspects such as
health, e-Commerce, education, etc. Many companies, research institutes, and nonprofit
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organizations are in the race to make use of available data effectively to generate useful
insights, and IBM is one of the leading companies actively working for years to provide
tools to utilize widely available data for different purposes.

IBM has developed many products under the umbrella of Watson technology, that
can be used for multiple purposes such as prediction, automating complex processes with
less effort, customer service, decision making, health service, and business analytics,
etc. Watson services have been expanded so widely, such as Watson Assistant, Watson
Discovery, Watson Natural Language Understanding, Watson Knowledge Studio, IBM
cloud Function, etc. Moreover, some of the issues mentioned in the background research
have been addressed by IBM Watson such as support for emotional data analysis,
redirection to external services (search skills), and use of AI-based models to improve
the overall process.

Our application utilizes Watson Assistant, Watson Discovery, Watson Knowledge
Studio, and IBM cloud Functions together in developing interactive interview simulator.
Below we will describe these services briefly, i.e, in section 2.6.1 we discuss IBM Watson
Assistant, section 2.6.2 describes IBM Watson Discovery, section 2.6.3 deals with IBM
Watson Knowledge Studio and in section 2.6.4 we brief IBM cloud functions.

2.6.1 IBM Watson Assistant

Watson Assistant is IBM’s artificial intelligence-based product that lets developers
build, train, and deploy smart assistants for businesses. The assistants can be deployed
standalone or as part of an application. Unlike traditional chatbots that frustrate hu-
mans when complexity increases, the Watson Assistant is rather smart and provide
external search support (Miller n.d.).

2.6.1.1 Watson Assistant Architecture

Figure 2.2 shows the Watson Assistant architecture. This architecture is common for
the implementation of any kind of chatbot developed using IBM Watson services. In
this architecture:

• Users communicate with the assistant by one of the integrated systems:

– It can be a virtual assistant deployed on a social media communication plat-
form, e.g., Slack or Facebook Messenger.

– Any custom developed application, e.g., a smartphone app or a robot with
a voice interface.

• The assistant will get the user input and send it to a dialog skill.

• The input will further be processed by the dialog skill using intents and enti-
ties. Based on the results of processing the relevant dialog will be identified and
executed.
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Figure 2.2: Watson Assistant architecture for a chatbot application
(Miller n.d.).

• Depending on the system requirements, a search skill can be used to answer
questions that are not possible for a dialog skill to answer. Other services like
Watson Discovery can also be used.

2.6.1.2 Watson Assistant flow

The flow of typical Watson Assistant application employing Watson services shown in
Figure 2.3; including the Watson Discovery service (that we describe in Section 2.6.2).

1. At first, we have to enter the relevant data to answer the user questions. IBM
Watson does not require pre-processed data. In turn, Watson accepts a variety
of unstructured formats, typically .docx or .pdf documents, that are processed
inside the platform. Documents are annotated either using Watson Discovery
Smart Document Understanding or Watson Knowledge Studio Machine Learning.
AI models are trained on the annotated corpus and later used to discover the
relevant information on unseen documents.

2. The user sends a query to the chatbot application using the provided interface.

3. Watson Assistant processes the query and chooses a dialog skill to interact with
the user.
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Figure 2.3: Watson Assistant flow
(Miller n.d.).

4. If necessary, the dialog can invoke IBM Cloud Functions using webhooks. Cloud
functions enable the programmers to add logic to the assistant beyond the pre-
packaged IBM’s AI. For instance, a user of a transit system could inquiry about
the departure time of a train; the webhook would invoke an external scheduling
web service and return the required information.

5. Typical usage of the Cloud Functions is to query the Watson Discovery Service
using parameters obtained by the Watson Assistant. For instance, a policy owner
wants to find out if an appliance malfunction is covered in his/her policy. The
webhook would send the details of the question, e.g., the type of appliance to the
Discovery Service, which in turn would use the trained AI models to answer the
question.

2.6.1.3 Watson Assistant components

Below we will discuss one by one all the elements of Watson assistant.

Intents: Intents are the users’ intentions or purposes, i.e., what they aim when in-
teracting with the chatbot. When Watson detects an intent, the appropriate dialog
is invoked to interact with the user. Intents are declared and identified with the ”#”
symbol, For example: #goals is an intent that, in the present thesis, means that the
interviewee wants to find out about the goals or objectives of the future software system.
Watson needs examples of user’s utterances to identify intents. For example ”What are
the goals of the system” is a user example for #goals. Figure 2.4 shows the different
intents that have been created for developing an interview simulator.
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Figure 2.4: Intents.

Entities: Entities are like nouns that describe information in the user input that is
appropriate to the user’s intent. Entities are declared and identified with the ”@”
symbol, For example, ”@users” entity used for identifying different types of users. For
instance, in figure 2.5 we show the different entities that have been created to identify
the intention of the user.

Dialogs: The dialog is used to interact with the user. It first gets the input then
identify intent. Based on the identified intent and or context of application it provides
a useful response. The dialogs are executed from top to bottom i.e. condition meet
first will be executed. Figure 2.6 shows different dialogs of a system such as welcome,
goal, tasks, etc.

The dialogs can use the webhook for communicating with discovery service using
cloud services. Cloud function can be in any language such as node.js, python. In
response to the request cloud function first authenticates all the parameters i.e Watson
discovery and Watson assistant environment data, then performs the query and delivers
the result to the caller.

2.6.2 IBM Watson Discovery

Watson Discovery is an AI-based search technology that seems to work far better than
traditional search. It includes machine learning and natural language processing capa-
bilities that generate meaningful results when applied to huge enterprise data (Bleiel
n.d.).
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Figure 2.5: Entities.

Figure 2.6: Dialogs.
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Figure 2.7: Watson Discovery
(Bleiel n.d.).

IBM Watson Discovery provides service to effortlessly create cognitive, cloud-based
search services to uncover meaningful insights embedded in unorganized data, such as
text documents or web pages.

As shown in figure 2.7, with Discovery, it doesn’t take long in sketching the unstruc-
tured data ready to be queried for required information. Once the preparation step is
completed we can utilize the service for providing relevant knowledge in new or existing
applications. Below we highlight the IBM Watson Discovery features:

• It provides support to crawl, convert, enrich, and normalize data.

• It provides support to keep content as restrictive or licensed public.

• It also provides support for adding supplementary enrichment such as concepts,
relations, and sentiment using natural language understanding. The definition,
training, and deployment of concept/relation models are performed in Watson
Knowledge Studio (see Section 2.6.3).

• It simplifies the development process by providing access through APIs.

A typical usage scenario with IBM Watson Discovery is shown in figure 2.8:

• The first step after the creation of an instance of discovery is to upload the data
set. It can be private or public.

• Once data is available next step is to enrich data.
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Figure 2.8: Standard development path for using Discovery service
(Boyer n.d.).

• New fields can be created to annotate the document at this stage and documents
can be divided into sub-documents using any field.

• During the enrichment process model can also be deployed such as the Machine
learning model of knowledge studio.

• Once done with enrichment and configuration data will be indexed as part of the
collection.

• After the pre-processing of data it’s time to try different queries using discovery
service to select the best possible query according to requirements.

• Selected query can be run on discovery service using API support.

2.6.3 IBM Watson Knowledge Studio

IBM Watson Knowledge Studio is a cloud-based application that lets developers and
domain specialists work together to create custom annotators that could be used to
recognize relevant information in unstructured text. It also provides support to deploy
custom annotators on multiple services such as IBM Watson Natural Language Un-
derstanding, IBM Watson Discovery, and IBM Watson Explorer. (Watson Knowledge
Studio n.d.).

Fig. 2.9 shows the architecture of the machine learning model, a training process used
to identify entities, co-references, and relationships of interest in new documents. Below
we describe steps for creating machine learning model using IBM Watson Knowledge
Studio:

2.6.3.1 Create project

This is the first step in building a custom annotator model. The project can also be
called work-space and includes a type system, source documents, and dictionaries.
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Figure 2.9: Machine learning model view
(Jessica Docarlo n.d.).

a. Type system

The type system is used to specify the entity types and relation types. Those
types will be used by annotators when annotating documents.

An entity type is a classification of a real-world thing; for instance, the mention
”IBM” can be annotated as ”ORGANIZATION” entity type.

The relation type describes the relationship between entities; for example, the
”Maria works for IBM” indicates the ”employedBy” relationship between organi-
zation and person entity type.

Moreover, an annotator can use the co-occurrence feature to ensure consistency
by identifying mentions that mean the same thing but their wording is different.
For instance, the mention ”IBM” can be interpreted as ”International Business
Machine”.

b. Source documents

The custom annotators are usually trained in unstructured text. Text is provided
as domain-specific documents that are uploaded to Knowledge Studio. These
documents are divided into sets and assigned to specific annotators depending on
their availability and expertise.

c. Dictionaries

The Watson Knowledge Studio provides this feature to speed up the annotation
process. Before human annotation, we can use a dictionary to pre-annotate our
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documents. For instance, the human annotator can create a dictionary for seven
days of the week and use it to annotate the mentions such as ”Monday” and
”Friday” for the entity ”DAY-OF-WEEK”. That same dictionary can be used to
pre-annotate the un-seen documents.

2.6.3.2 Pre-annotate documents

This is an optional but important step for generating the machine learning model. The
pre-annotation process can be done using multiple options such as IBM Watson Knowl-
edge Studio dictionary, rule-base, or machine learning-based annotator component.

Each dictionary is mapped to a particular entity type; during the process of pre-
annotation, mentions will be annotated accordingly using the dictionaries. On the
other hand, the already available machine learning or rule-based model can be used to
automatically annotate the documents.

After selecting the component, we have to run the component and it will find and
annotate the types automatically. The pre-annotation process makes it easier for human
annotators to perform the remaining annotation steps.

2.6.3.3 Annotate documents

The process of annotation must be performed by people who know the domain because
it is critical for model performance. Annotating wrong mentions or defining incorrect
relations will affect the results. During the annotation, the annotator finds mentions
of interest and label them with the relevant entity/relationship/co-reference type. For
instance, figure 5.22 shows different mentions; such as ”writer” is annotated as a ”User”
entity type, and ”recording” is annotated as a ”Tasks” entity type.

2.6.3.4 Adjudicate and promote documents

After the completion of annotation, it is time to decide on accepting or rejecting the
ground truth generated by humans during the process of annotation. Any conflicts or
substantial differences can be resolved at this stage.

In case of conflicts or accuracy checks, senior human annotators can decide to either
re-do annotation or move forward towards training the model.

Moreover, annotators work with overlapping sets; hence inter-rater reliability can
be calculated and used as a quality measure.

2.6.3.5 Train the model

Once we create a machine-learning annotator component, we can select the previously
annotated document sets that we want to use to train the annotator component and
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specify the percentage of documents that we want to use as training data, test data, and
blind data. Blind data is a set of documents that is kept apart and utilized for system
testing repeatedly after multiple improvements and testing of the system to avoid the
influence of test data on the model.

2.6.3.6 Evaluate the Model

In order to assess the accuracy of the annotator component, we can check the accuracy
analysis generated while making a model. The level of accuracy or results can be
improved by repeating this step, previous steps will be also repeated once the model
deployed, and desired results didn’t achieve i.e. steps will repeat until the desired
accuracy achieved.

2.6.3.7 Publish the model

This is the step where we can leverage a machine-learning model that we trained with
Watson Knowledge Studio by making it available to other Watson applications. We
can deploy or export a machine-learning annotator on other Watson services such as,
in our case, Watson Discovery.

2.6.4 IBM Cloud Functions

IBM cloud functions are a Function-as-a-Service (FaaS) platform based on Apache
OpenWhisk. They run the program without servers and scale services automatically.
Users can define multiple web actions depending on requirements. Most of the popular
languages are supported such as python, node.js, c-sharp, etc. Cloud functions act as
an API; they receive requests (using webhooks) from the Watson assistant and then
run a query according to the data sent by the assistant. The cloud functions return
JSON results to the Watson assistant (Cloud Functions n.d.).

Webhook: A webhook is a procedure that can be utilized in calling out an external
application depending on a certain event of the system. In dialog skills, webhooks
are triggered during the node processing, provided that webhooks are enabled for that
node.

The webhook is used to get defined data or date stored using context variables.
Then it uses that data when sending the HTTP POST request to on the defined URL,
that URL is known as a listener, that has subscribed for the event, in response to
event listener is activated. The URL refers to some cloud code that performs certain
actions such as querying discovery service according to received parameters and sending
results of the query (Web-hook n.d.).For instance, we have enabled a webhook feature in
the Watson Assistant through cloud code to communicate with the Watson Discovery
Service.



Chapter 3

Problem Definition and Research Goals

3.1 Problem Definition

Interviews are not easy to conduct. They involve the realization of several tasks and
their success is subject to the skills of interviewers, e.g., to know when, what, and whom
to ask (Zowghi and Coulin 2005).

Novice engineers struggle to elicit correctly; (Gilvaz and Prado Leite 1995) highlight
the issues of the requirements elicitation process. (Yamanaka and Komiya 2011) argues
that the requirements elicitation process is critical to software development, and novice
software engineers don’t have enough knowledge and don’t know when to ask what.
(Kato et al. 2001) states that novice analysts struggle in the interview process due to
insufficient navigation techniques and no guidance for making SRS.

Effective interviewing requires proper training, and it’s difficult for re-
quirements engineering students to gain interview skills. The problems for
novice engineers are multi-fold: (1) students normally have insufficient domain knowl-
edge, (2) interview practice is time-consuming, and (3) large groups prevent instructors
to conduct even a single interview with each student. At least in our experience, inter-
view training in academia restricts to theory or short-time exercise.

Similar problems have been reported in other sciences as well. (Fitzmaurice et al.
2007) highlights that young doctors have little chances for interviewing patients to
acquire interview skills. (Kowalski, Pavlovska, and Goldstein 2009) reveal that the se-
curity personnel struggle to acquire effective communication skills using the traditional
learning method.

3.2 Research Goals

Our objective is to develop an AI-based interview simulator to assist novice
requirements engineers. More precisely, our research goals are:
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3.2. RESEARCH GOALS

1. Create a chatbot to develop novice requirements engineers’ interviewing skills.

The primary goal of our research is to create the initial proof of a concept (i.e.,
a chatbot) to train novice requirements engineers in obtaining interviewing skills.
The chatbot will be developed using various IBM Watson technologies such as
Watson Assistant, Watson Discovery, Watson Knowledge Studio, and IBM Cloud
Functions.

2. Introduce natural language pitfalls, e.g., ambiguity, incompleteness in the analyst-
chatbot conversation.

The process of getting requirements (i.e., using an interview technique) is not
straightforward. It involves a complicated conversation between interviewer and
interviewee, and most of the time the information interchanged is either ambigu-
ous or incomplete. Keeping in mind that concept, our second goal is to introduce
pitfalls in the conversation in order to make a simulator act in a realistic manner.

3. Emphasize good interview practices during the conversation.

One of our research goals is to provide advice to the novice requirements engineers
in communicating with stakeholders to get requirements for the system.

Our focus will be on using good interview practices, context-free questions, making
summaries, and provide meta-questions answering support so that engineers can
get essential skills necessary to conduct a good interview with real clients.

Moreover, there are no standard questionnaires for conducting RE interviews, but
at least there is an agreement on some good practices that are described in section
2.2 with context-free questions.

4. Elaborate a design theory for chatbots applied to Requirements Elicitation.

Our last goal is to elaborate an initial design theory that may hep other researches
in the process of designing and developing chatbots in the requirements elicitation
domain.
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Chapter 4

Research Method

In this chapter, we introduce the design science methodology, that we use for the
design and implementation of the chatbot. In section 4.1, we explain the choice of
methodology. In section 4.2, we describe seven guidelines that Hevner recommends
when conducting design science research. In section 4.3, we present the Telos meta-
model for Requirements Engineering concepts. Finally, in 4.4, we discuss the evaluation
techniques.

4.1 Choice of Methodology

AI-enabled technologies, particularly chatbots, have been used for interview support
and training. Some efforts (Kato et al. 2001; Gilvaz and Prado Leite 1995; Bollweg
et al. 2019; Yamanaka and Komiya 2011) have been made in RE to provide support to
requirements engineering during REl, but very little in what regards novice engineers’
training and interviewing skills acquisition.

We aim to develop an interview simulator, in line with the works of (Bollweg et al.
2019; Fitzmaurice et al. 2007; Stanica et al. 2018). As this research’s goal is to design
a new artifact, we will apply the Design science methodology (Hevner and Chatterjee
2010).

Design science was created in the Information Systems (IS) discipline. IS involves
people, organizations, and technology. Developing IS requires proper analysis of all
connected entities. Hevner (Hevner and Chatterjee 2010) argues that this discipline is
characterized by two separate paradigms: behavior science and design science. The first
one seeks the creation or justification of theories to explain or predict human behavior.
The second one is the engineering approach focused and aims to build inventions that
solve people’s and organization’s problems effectively and efficiently.

While the routine design is the application of existing knowledge to organizational
problems, Design science involves finding new solutions to previously unsolved problems
or better and more efficient solutions to previously solved problems (Karmokar and
Singh 2012). Our research matches one of these two situations, depending on each
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4.2. DESIGN SCIENCE METHODOLOGY

Figure 4.1: Research design science framework based on (Hevner and Chatterjee 2010).

one’s interpretation of the current state of the art.

Fig. 4.1 shows the design science framework for this research. The interview simu-
lator is developed using an iterative approach, creating a sequence of proof-of-concept
artifacts. Artifacts are refined through the feedback received from different evalua-
tion mechanisms. Once evaluated, the information flows back both to the environment
(reporting about e.g., feasibility, scope limitations, etc.) and to the knowledge base
(increasing our knowledge about the research area).

4.2 Design science Methodology

Hevner (Hevner and Chatterjee 2010) proposed seven guidelines for conducting design
science research:

1. Design as an artifact
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4.2. DESIGN SCIENCE METHODOLOGY

“The result from research in information systems is by definition a purposeful IT
artifact created to address an important organizational problem. design science
research must produce a viable artifact in the form of a construct, a model, a
method or an instantiation“.

The first guideline focuses on the development of an artifact using innovative
technologies rather than people or organizations. Hence the result of the research
should be useful to an organization; For example solution to a problem. The
developed artifact can be model, method, prototype, or an instantiation.

In this system, the artifact is an interview simulator (prototype or “proof
of concept”), that uses Watson technologies such as Watson Assistant, Watson
Discovery, Watson Knowledge Studio, and IBM cloud functions. For details see
the results chapter 5.

2. Problem relevance

“The objective of design-science research is to develop technology based solutions
to important and relevant business problem“.

The goal of the design science approach is to produce a design for solving a
problem. According to (Hevner and Chatterjee 2010), the problem is described
as ”the difference between a goal state and the current state of the system”.

In this project, we aim to create an interview simulator to help novice re-
quirements engineers gaining interview skills in addressing the prob-
lems described in section 3.1.

3. Design evaluation

“The utility, quality, and efficiency of a design artifact must be rigorously demon-
strated via well-executed evaluation methods”.

In order to confirm the performance of the developed artifact, the proper methods
should be used. According to (Hevner and Chatterjee 2010), artifact evaluation
must include the use of proper metrics, data collection, and analysis. Artifacts
should be evaluated concerning functionality, completeness, coherence, correct-
ness, performance, safety, usability, fit with the business, or additional relevant
characteristics.

The initial prototype of an artifact is evaluated using quantitative and qualita-
tive techniques: expert-opinion, surveys, and small-scale experiments.
The artifact is refined through the feedback received in the evaluation. For details
see the evaluation sections in chapter 5.

4. Research contribution
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4.2. DESIGN SCIENCE METHODOLOGY

“Effective design science research must provide clear and verifiable contributions
in the areas of design artifact, design foundations, and/or design methodologies“.

(Hevner and Chatterjee 2010) challenge the researchers to ask themselves: “What
are the new and interesting contributions” of their research. The idea is that
design science research develops something that contributes to the knowledge base.
Contribution can be novelty, generality, or significance of the new IT artifact.

We contribute with the artifact itself (novelty) to the knowledge base in REl. We
also provide guidelines to those who are interested in using chatbot
technology for the requirements engineering domain; in this regard, see
the discussion in chapter 6.

5. Research rigor

“Design science research relies upon the application of rigorous methods both in
the construction and evaluation of the design artifact”.

The design science guidelines highly emphasize the researchers to use proper and
well-defined techniques for the design, development, and evaluation of artifacts.
It’s clear from the guideline that the way of conducting research should be proper,
i.e., a systematic and scientific approach.

The development process of our artifact is iterative and incremental in
nature. We work in cycles to make sure the product is error-free and according to
the research goals. The theoretical models used for the artifact is based on work
done by other people and proved effective, such as literature review, Telos model,
context-free question and selection of Watson technologies for the development
of chatbot (Gause and Weinberg 1989; Lundeberg, Goldkuhl, and Nilsson 1981;
Bolton n.d.; Koubarakis et al. 2020; Maiden and Rugg 1996; Therkelsen-Terry
n.d.).

6. Design as a search process

“The search for an effective artifact requires utilizing available means to reach
desired ends while satisfying laws in the problem environment“.

The guideline states that researchers should explore a variety of implemented sys-
tems/prototypes to discover more and more ways of generating the best possible
artifact.

In order to fulfill the above guideline, we have used an iterative development
methodology that allows the system to grow smoothly cycle by cycle to gen-
erate the best possible outcome.

7. Communication of research

“Design science research must be presented effectively both technology-oriented as
well as management-oriented audiences“.
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4.3. RE CONCEPTUAL MODEL

The last but not least, this guideline recommends researchers to establish a
broader level of communication to target more audiences. Therefore the central
communication of this research will be this thesis. The thesis will be intended at
an academic audience(RE professors and students), so this thesis has been created
using academic standards. Moreover, the research paper has created applying re-
search standards for research audiences.

4.3 RE Conceptual Model

For the implementation of the chatbot, we have to manage RE knowledge. Telos
(Koubarakis et al. 2020) is a conceptual modeling language meant to represent software
information, such as domain information, system requirements, architectures, design
decisions, and more. In order to express diverse sorts of information, Telos was created
to be extensible with meta-classes so that one can specify in the language the ideas used
to model diverse topics. For instance, we can create a model for software that includes
meta-classes for requirements, design, and implementation notions.

Individuals and characteristics are considered as first-class subjects in Telos models
and are known as propositions. Propositions include an identifier, an origin, a label,
and a target. They are formed along four dimensions i.e. instantiation/classification,
specialization/generalization) and a couple of temporal dimensions for historical time
and transaction. In Telos models, classes are known as instances of meta-classes and
their hierarchy is endless i.e. one can make meta-meta-classes and so on (Koubarakis
et al. 2020).

Fig. 4.2 shows a simple Telos model graphically. Individuals are expressed by nodes
and attributes are indicated by dashed arrows. In Fig. 4.2, TelosPaper is an individual
proposition and an instance of another proposition, the class Paper. Instantiation
connections in Fig. 4.2 are indicated by pointers of regular density. Below we reproduce
TelosPaper by following (Koubarakis et al. 2020):

TOKEN TelosPaper (at 10/05/2018...*)

IN Paper

WITH

hasTitle

title: "Telos is great!"

END

When the above statement is executed, the subsequent knowledge base propositions
are produced:

P1 = (TelosPaper, instanceOf, Token, T1)

P2 = (TelosPaper, instanceOf, Paper, T1)

P3 = (TelosPaper, title, "Telos is great!", T1)
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4.3. RE CONCEPTUAL MODEL

Figure 4.2: An graphical example of a Telos model
(Koubarakis et al. 2020).

T1 (at 10/05/2018...*)

Fig. 4.3 shows the Telos model that we have designed to represent/manage the RE
knowledge that will be used by the chatbot. This model consists of three levels:

• M0: At level 0, we have the domain-specific concepts. For instance, in the Dis-
play Management domain, there are concepts such as writer, supervisor, preview,
upload, download, etc. For more details check Appendix B.

• M1: At level 1, we have general RE concepts. For this project, we have defined
the following classes: Task, User, Goal, Summary, Benefit, Stakeholder, Verify,and
Constraint for our application.

• M2: At level 2, we have the Telos meta-classes class and AttributeClass, which
are the root of the our model’s hierarchy.

If necessary, the model could be extended with another level to describe individual
instances of the problem domain, e.g., Laiq is a Writer. However, such level of details
has been unnecessary for this research.
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4.3. RE CONCEPTUAL MODEL

Figure 4.3: Telos Meta Model for Simulator
(Koubarakis et al. 2020).
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4.4. EVALUATION OF THE PROOF OF CONCEPT

4.4 Evaluation of the Proof of Concept

In this section, we explain the different evaluation techniques used for the evaluation
of the artifact at different levels (i.e. cycles).

4.4.1 Expert Evaluation

During the evaluation of the first two cycles of the design science approach, we have used
the expert evaluation technique also known as Qualitative effects analysis. This type
of evaluation provides: ”an individual assessment of the quantitative effect of methods
and tools, based on expert opinion” (Kitchenham and Linkman 2000).

4.4.2 Qualitative and Quantitative Surveys

In the third and fourth cycles, we have conducted qualitative and quantitative surveys
with students. In a qualitative survey, feature-based evaluation is conducted with the
help of people who have studied or used the tool (Kitchenham and Linkman 2000).
Similarly, in a quantitative survey, quantitative results of methods/tools are checked
using the survey (Kitchenham and Linkman 2000). In our case, we asked M.Sc stu-
dents to use the tool and fill the survey forms to check the simulator functionality and
usability. Surveys can found in evaluation sections i.e. section 5.3.3, section 5.4.3 and,
section 5.6.3.

4.4.3 Small-scale experiment

(Kitchenham and Linkman 2000) states that an experiment is a method in which sub-
jects are invited to do a task or a variety of tasks using the method/tool under test.
For the fifth cycle, a more formal approach was used, i.e., an experiment. We selected
second-year Master students to use the chatbot and create the SRSs. More detail
about the small experiment can be checked in section 5.5.3. Moreover, SRSs created
by students can found at Annex I.
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Chapter 5

Results

The methodology selected for this research is design science. This methodology proceeds
though several iterations, each one composed of:

• Requirements

• Design and implementation

• Evaluation

5.1 Iteration 1

5.1.1 Requirements

Before developing any software system, getting to know what to develop is very im-
portant. Many development projects have been failed or abandoned or delayed due to
poor process of the requirements engineering. So our goal is to make sure we use a
systematic process while developing the system to achieve research goals.

In the first iteration, we focus on developing a basic chatbot using Watson Assistant
at first; then we try to use the Watson Discovery service as well in order to move
towards the generalization process i.e providing answers to user queries based on the
collection of data present in discovery service rather than hard-coded answers. Below
is the summary of the requirements for the first iteration:

• Creating a basic Chatbot using Watson Assistant.

• Adding the functionality for answering queries related to Tasks, Goals, and Users
of the system.

• After adding basic functionality of Watson Assistant, we use the Watson Discovery
service to annotate the documents to improve query results.



5.1. ITERATION 1

Figure 5.1: Telos Meta Model for first cycle.

• Use of IBM cloud functions and web-hook for communication between discovery
and assistant.

To achieve the above requirements we have created a conceptual model using Telos
guidelines (Koubarakis et al. 2020). Conceptual Model and Telos guidelines have been
discussed in detail in Chapter 4. Fig. 5.1 shows the Telos model for first iteration. At
the first iteration, we have Task, User, Constraint, and Goal as general RE concepts
i.e. classes. These are identified intents that assistant will support after the first cycle.

5.1.2 Development

The process of development includes the development of basic chatbot using Watson
Discovery, Watson Assistant, and IBM cloud functions. Fig. 5.18 shows the final system
architecture. Below we describe in detail the system architecture at the first iteration
and also show the demo of the prototype.

5.1.2.1 Architecture

System architecture dictates the flow of different services to achieve a common goal.
As shown in figure 5.18, we have Watson Assistant, Watson Discovery, Watson Knowl-
edge Studio,and IBM cloud functions. It’s important to note that we do not use the
knowledge studio in the first iteration. The user initiates the process and interacts with
the system using the provided interface. Watson Assistant collects the inputs and iden-
tifies the intent first then forwards the request to Watson Discovery using IBM cloud
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5.1. ITERATION 1

function and webhook mechanism, cloud function a node.js based application to query
the discovery using parameters received from assistant and send responses to assistant
accordingly, below we describe the use of each service in detail.

5.1.2.2 User Examples

In order to identify intents, the assistant needs to have some initial knowledge. In
Watson terminology, they are called user examples and from the requirements engi-
neering point of view, they may be called questions. To define generic questions we
have used the context-free questions proposed by multiple authors including (Kotonya
and I. Sommerville 1998), (Gause and Weinberg 1989) ,(Lundeberg, Goldkuhl, and
Nilsson 1981) and (Bolton n.d.) can found at Annex A, Annex C.1, Annex C.2, and
Annex C.3 respectively. A generic protocol for questions is defined, for instance, the
user may ask 1) What are the goals of the system? 2) What are the constraints of the
system? (constraints type), and 3) Could you explain to me the tasks of the system?
etc.

5.1.2.3 Watson Assistant

The Watson Assistant consists of intents, entities, and dialogues. Below we discuss each
of them in detail.

• Intent: In the first iteration, the Watson Assistant consists of four generic intents:

1. #goals: This intent is used to identify the goals of a particular system.

2. #tasks: This intent is utilized to identify the tasks of a system. For instance,
when a user asks for ”what are the tasks of the system”.

3. #identify constraints: This intent is used to identify particular constraints
that must be followed while developing a system, i.e language, platform, etc.

4. #identify users: This intent is used to identify users of a particular system,
i.e admin, writer, etc.

5. #identify system: This intent is used to identify the system, users can
call it using multiple names such as an app, application, software, etc.

• Entities: Assistant consists of four generic entities:

1. system: Used to identify system from user input i.e app, application, soft-
ware etc.

2. goal: Used to identify goal from user input i.e intent, objective etc.

3. user: Used to find type user i.e admin, writer and supervisor.

4. constraint: Used to identify specific constraint on system. i.e technology,
language etc.
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5.1. ITERATION 1

• Dialogues: Assistant consists of multiple dialogues, but two important and very
generic dialogues are Goals and Tasks. Dialogues are evaluated from top to bot-
tom i.e conditions first match will be evaluated first. Our application consist of
the following dialogues:

1. Welcome: Very basic dialog used to say welcome to the user.

2. Goal: One of the generic dialogs used to respond to the user once #goal
intent is identified, the text ’’goal’’ will be sent to IBM cloud function to
run a query on Watson Discovery using text, a dialog will display received
results from API.

3. Task: Very similar to goal dialog used to respond user once #task intent
is identified, the text ”functional requirements” will be sent to IBM cloud
function to run a query on Watson discovery using text and return back
results.

4. Identify System: As described in the intent section this dialog is used for
identifying the system’s name.

5. Identify Users: A generic dialog used to get knowledge about the users of
the system.

6. Identify Constraints: A generic dialog used to get knowledge about the
constraints of the system.

7. AnyThing Else: If nothing matches this dialog will be called. i.e I can not
understand.

5.1.2.4 IBM Cloud Functions

Our prototype uses node.js -based IBM cloud function, that acts as API to receive/send
requests. Watson Assistant request the API and API responds after querying on Watson
Discovery. Watson Discovery responds query in JSON format; we process JSON data
using IBM cloud function and forward it to Watson Assistant. In later iteration we
plan to:

• deploy the Machine learning model generated using Watson Knowledge Studio on
Watson Discovery for improving our results.

• use cloud function in the later iteration to create incompleteness and ambiguity
in the system.

5.1.2.5 Watson Discovery

As shown in Fig. 5.18 the architecture of our application, we use the Watson Discovery
Smart Document Understanding to get better results from the document, for that we
have first trained Watson Discovery i.e. how to interpret our document. Training in the
first cycle includes the annotation of a document such as a title, headers, text, subtitle,
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Figure 5.2: Discovery interface.

etc., after annotation we have used breaking document features of discovery that actu-
ally break documents into sub-parts, in our case we break text into paragraphs. After
training Watson,we query accordingly to get results from specific sections i,e text:”goal”
this will look for word ’’goal’’ and return passages containing word ’’goal’’. Figure
5.2 shows the interface of the Watson Discovery interface with data collections.

5.1.2.6 Demo

Figure. 5.3 shows the demo of the chatbot, a conversation between user and simulator
about requirements of the system, the user asks the chatbot to tell me about the goal,
tasks or constraints of systems and chatbot identify the intent and forward request
to Watson discovery using cloud functions and, IBM cloud functions runs a query on
Watson Discovery and return results. Watson Assistant responds according to results
received from the discovery.

5.1.3 Evaluation

5.1.3.1 Evaluation strategy

The evaluation approach selected for the first Design Science cycle is ”Expert Evalua-
tion”. This type of evaluation aims to provide the subjective evaluation of the quantita-
tive impact of methods and tools, based on expert opinion (Kitchenham and Linkman
2000). In the academic peer-reviewing world expert assessment is considered as the
predominant approach i.e reviewing papers and dissertation evaluations. Expert as-
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Figure 5.3: ChatBot Demo Cycle-1.

sessment is beyond the bibliometric data provided a good panel of experts are being
selected and given enough time. One can expect that a good expert can give very
helpful opinions and guidance on how to enhance research. (Iivari 2008).

Common sense suggests that the effort spent in the expert evaluation during the early
stages of the project shall be limited. Therefore, the only expert involved has been the
M.Sc. Thesis UPM supervisor, O. Dieste. The evaluation procedure has consisted of:

• Selection of an interview script: This script is based on context-free questions,
described in the Appendix A. These questions, according to (Gause and Weinberg
1989; Wiegers and Beatty 2013), elicit information about global characteristics
of both the business problem and the potential solution. More specifically, the
questions are directed to identify the following requirement-related concepts:

– Goals (question 1).

– Tasks (questions 2 and 5).

– Users (questions 6 and 7).

– Constraints (question 11).

which are the ones targeted by the first research cycle. Questions 3, 4, 8, 9, and 10
refer to other requirement-related concepts, and thus should not generate useful
results during the evaluation.

• Execution of the interview script: This step is as simple as entering the
questions into the Watson Assistant, and record the results.

• Analyze the interview answers: This is the most complex step. It implies to
assess whether the answers provided by the assistant are (reasonably) correct.
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To make the evaluation unbiased, we have identified the relevant concepts (goals,
tasks, users, and constraints) in the example specification (the Display Man-
agement System). Such concepts, i.e., a gold standard, have been reported in
Appendix B, along with the Display Management System SRS. The assessment
using the gold standard is straightforward. The answers will be compared to the
corresponding concepts and checking whether they match.

In addition to the concept matching, we have also used the feedback provided by
the Watson Assistant to improve the identification of defects and the recommen-
dations for improvement.

5.1.3.2 Evaluation results

Below we describe the evaluation of each interaction with assistant:

IT-1 The dialogue with the assistant started with a greeting. The response was a little
discouraging.

IT-2 The response of the assistant is irrelevant when asked about general information
such as your name, this implies that the assistant doesn’t provide support for
general info.

IT-3 The response of the assistant in interaction three is similar to interaction two,
again this implies that the assistant doesn’t provide support for general info.

IT-4 The mention to the ”software system” is strongly related to the #goals intent.
This happens because the word ”system” is used very often in interviews to mean
the ”software to be”. In the case of the #goal intent, there are several ”user
examples” containing the word ”system”; this is the origin of the association
”system” → #goals. This can create problems to identify other types of intents.

The assistant contains a @system entity. Watson identifies correctly this entity
(actually twice, due to the usage of the words ”software” and ”system” in the
entity definition). However, this entity is not used to define intents.

IT-5 The response of assistant is relevant and intent is correctly identified but an error
has occurred while calling API, probably some problem with request syntax or
API code.

IT-6 The assistant correctly identifies the #task intent.

IT-7 The assistant does not understand what ”benefits” mean. It makes complete
sense, as such intent does not exist.

IT-8 The assistant understands ”characteristic” as ”goal”. It may be correct, but
we will have to reflect whether the intermediate ”feature” concept should be
introduced between ”goal” and ”task”.

IT-9 The assistant identifies that the question is about ”tasks”, but the word ”system”
is likely interfering, preventing Watson to provide the right information.
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Figure 5.4: First interaction with the assistant

Figure 5.5: Second and third interactions with the assistant.

IT-10 Correct identification, but the information returned is not correct (it is about
”tasks”, not ”users”).

IT-11 This question is essentially equivalent to IT-10, with the same results.

IT-12 The assistant does not understand the idea of interacting with external systems.
It makes sense since such intent does not exist. However, the word ”system” is
interfering again, suggesting to Watson that the question is about ”goals”.

IT-13 Same than IT-12.

IT-14 Correct identification.

IT-15 Correct identification, but the word ”system” is creating noise again.
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Figure 5.6: 4th interaction with the assistant.

Figure 5.7: 5th interaction with the assistant.

Figure 5.8: 6th interaction with the assistant.

Figure 5.9: 7th interaction with the assistant.
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Figure 5.10: 8th interaction with the assistant.

Figure 5.11: 9th interaction with the assistant.

Figure 5.12: 10th interaction with the assistant.

Figure 5.13: 11th interaction with the assistant.
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Figure 5.14: 12th interaction with the assistant.

Figure 5.15: 13th interaction with the assistant.

Figure 5.16: 14th interaction with the assistant.
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Figure 5.17: 15th interaction with the assistant.

5.1.3.3 Recommendations for improvement

1. Add some social abilities to the assistant. However, this is not a critical issue and
could be deferred to later research stages.

2. The #identify system intent has an unclear purpose. It has never identified by
Watson, probably because there are few associated user examples. On the other
hand, this intent is not clearly associated with any requirement concept. It seems
that the #identify system intent should be removed.

3. In turn, the @system entity looks appropriate. It shall be introduced in the user
examples of the different intents. The inclusion of the @system entity may avoid
intent recognition problems, such as interaction #12 and #13 (Figs. 5.14 and
5.15).

4. The same applies to the other entities (@goal, @user, and @constraint).

5. The definition of the @constraint intent looks too specific. It shall be made
general.

6. By symmetry, it seems logical to introduce a new entity @task. In general, cre-
ating an entity for each requirements concept looks like an intelligent strategy,
because it simplifies the definition of the intents (synonym management and sim-
plification of the user examples).

7. The #task intent should be refined. In interaction #6 (Fig. 5.8), one correct task
is returned. In interaction #9 (Fig. 5.11), none is returned.

8. Questions #2 and #5 could make reference to different concepts (organization
processes and requirements, respectively). This difference shall be taken into
account in the assistant’s design.

9. The #user intent returns information about tasks, not users. It happens both in
interactions #10 and #11 (Figs. 5.12 and 5.13). The reason may be a simplistic
parameter passed to the Discovery service. The problems associated with the
#task intent may have a similar origin.
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5.2 Iteration 2

5.2.1 Requirements

This cycle aimed at making the assistant more robust; thus, we didn’t introduce new
features but improve the current ones. The main lines of action were the introduc-
tion of Watson Knowledge Studio and its machine learning model. The model was
deployed on Watson Discovery. The Assistant and the Cloud functions were updated
to accommodate the changes. Below we summarize our requirements for the second
iteration.

• Introducing Watson Knowledge Studio to the system.

• Connecting Watson Knowledge Studio with Watson Discovery.

• Creating a basic Machine Learning Model and deploying it on Watson discovery.

• Updating overall system architecture to accommodate the suggestion of expert
evaluation.

The conceptual model for the second iteration remains the same as we focus on improv-
ing the assistant.

5.2.2 Development

The process of development in the second iteration adds increments on first, which
includes the use of Watson Knowledge Studio and the connection between Watson Dis-
covery and Knowledge Studio. Fig. 5.18 shows the system architecture of application.
Below we describe the system architecture and also present a demo of the prototype
for the second iteration.

5.2.2.1 Architecture

System architecture dictates the flow of different services to achieve a common goal.
As shown in the figure 5.18, we have Watson Assistant, Watson Discovery, Watson
Knowledge Studio, and sample data sets. The user initiates the process and interacts
with the system using the provided interface. Watson Assistant collects the inputs and
identifies the intent first then forwards the request to Watson Discovery using IBM
cloud function and webhook mechanism, cloud function a node.js based application to
query the discovery using parameters received from assistant and send responses to
assistant accordingly, below we describe the use of each service in detail. The overall
architecture flow in the second iteration is summarized below:

1. We load document set into Watson Knowledge Studio for the annotation process.

52



5.2. ITERATION 2

Figure 5.18: ChatBot Architecture
(following (Hagarty n.d.)).

2. We create a machine learning model using the knowledge studio.

3. The machine learning model is deployed on the Watson Discovery service instance
for enrichment.

4. The display management SRS is added to the Discovery collection.

5. User sends dialog to the cloud-based application using the provided web interface.

6. The communication between the user and discovery service is ordered using a
Watson Assistant dialog skill with the help of cloud functions.

7. Assistant communicates with IBM Cloud Functions action using the webhook.

8. The cloud function query the Watson Discovery Service using parameters of as-
sistant and pass the results.

9. Replies from Watson Assistant are returned to the user via an application inter-
face.
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5.2.3 Watson Knowledge Studio

Fig. 2.9 shows the architecture of the Machine learning model, a training process used
to identify entities, co-references, and relationships of interest in new documents and
for creating machine learning model using IBM Watson Knowledge Studio. Below we
describe in detail the important steps for creating a machine learning model using IBM
Watson Knowledge Studio:

5.2.3.1 Entity Type

Our application consists of four entity types and one relationship(i.e Goal has Tasks),
later we will use them with the help of dictionaries for the pre-annotation process with
more data samples:

• Goal: Entity type used to identify and annotate goals of application(new system)
from document (i.e requirements specification document).

• Tasks: Entity type used to identify and annotate tasks/activities of applica-
tion(new system) from document (i.e requirements specification document).

• User: Entity type used to identify and annotate Users of application(new system)
from document (i.e requirements specification document).

• Constraints: Entity type used to identify and annotate constraints on applica-
tion(new system) from document (i.e requirements specification document).

5.2.3.2 Source documents

We have uploaded a sample set of documents that are representative of our domain
content to the project. Documents are related to the display management systems;
these documents will be divide into sets during the process of model generation after
the annotation process.

5.2.3.3 Dictionaries

To reduce the workload of annotation we have created dictionaries relevant to the
requirements engineering domain. It includes the generic terms for goals, tasks, users,
and constraints so far. For example requirements specification might have tasks like
manage, create, add, upload, download, view, remove, delete, etc. so during the pre-
annotation process identified terms will be annotated in advance. As stated we will use
them in a later iteration for the larger data set.
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5.2.3.4 Annotate documents

The process of annotation can be performed by domain experts, background section
contains the details about the annotation process i.e section 2.5.3. In our case, the
authors themselves belong to the software engineering community and have enough
expertise to do the annotation process itself.

5.2.3.5 Adjudicate and promote documents

After the completion of annotation, it is time to decide on accepting or rejecting the
ground truth generated by humans during the process of annotation, any conflicts or
difference can be resolved at this stage, In our case, again the authors themselves belong
to the software engineering community and have enough expertise to perform this step
itself as well.

5.2.3.6 Train the model

Once we create a machine-learning annotator component, we can select the document
sets that we want to use to train the annotator component and specify the percentage
of documents that we want to use as training data, test data, and blind data, in this
iteration we only created a single set of documents and used that for model generation
keeping other settings on default as recommended by Knowledge Studio.

5.2.3.7 Evaluate the Model

In this iteration we didn’t go in much deep, we created the basic model only. In later
iterations, more work will be done for creating a robust and general model.

5.2.3.8 Publish the model

This is the step where we can leverage a machine-learning model that we trained with
Watson Knowledge Studio by making it available to other Watson applications. We
can deploy or export a machine-learning annotator on Watson other services such as
Watson Discovery, Natural Language. In our case, we have deployed the model on the
Watson Discovery service.

5.2.4 Demo

Figure. 5.19 shows the demo of the chatbot, a conversation between user and simulator
about requirements of the system, the user asks the chatbot to tell me about the goal,
tasks or constraints of systems and chatbot identify the intent and forward request
to Watson discovery using cloud functions and, IBM cloud functions runs a query on
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Figure 5.19: ChatBot Demo Cycle-2.

Watson Discovery and return results. Watson Assistant responds according to results
received from the discovery.

5.2.5 Evaluation

5.2.5.1 Evaluation strategy

Due to the yet simplistic assistant’s behavior, the same approach as in the first evalu-
ation will be used.

5.2.5.2 Evaluation results

The responses given by the assistant have improved as compared to the previous version,
but the behavior is still simple, and some problems remain. We are not including a full
report here, as the number of interactions (∼ 20) is pretty large and the detail does not
have much interest. In turn, we will proceed immediately to the recommendations for
improvement.

5.2.5.3 Recommendations for improvement

1. The set of intents shall be enlarged. For instance, the questions about benefits
and characteristics have been mapped by the assistant to the #goals intent. The
questions about connections with other stakeholders or systems have been mapped
to the #identify users and #goals intents. This is a clear demonstration of the
current limited assistant’s abilities.

2. The concept of task shall be refined to clearly identify:

• An organization’s task.
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• A system’s task.

This could be done in parallel to the introduction of new intents, as described in
the previous bullet point. It is highly likely that it will require the improvement
of the M1 (requirements) model.

3. The assistant does not provide consistent responses. On the one hand, when asked
for users, it reports all the user classes. In turn, when asked for tasks, it reports
only one. In the 3rd cycle, the assistant could be designed for completeness, i.e.,
report all relevant information. In the 4th cycle, such information could be further
elaborated, e.g., split in smaller chunks.

4. The @constraint entity has a mixed character. On the one hand, some of
the synonyms used in its definition are completely general, e.g., restriction,
limitation, etc. On the other hand, other terms are too general, e.g., regulation,
temporal, etc., and can lead to misunderstandings.

Regarding these latter terms: The problem arises due to the different contexts
where these words can be used. For instance, regulation could be used in sen-
tences about (the list is by no means complete):

• Goals, e.g., Our goal is to meet regulation requirements.

• Requirement sources, e.g., Regulations say that taxpayers are eligible for.....

• Functional or non-functional requirements, e.g., The minimum frame rate
shall be 60 fps as required by regulations....

The @constraint definition shall be kept general, and other strategies shall be
applied to identify the #identify constraints intent. It looks like (although it
is soon to make strong claims) that identification could be based on M2 (domain)
models trained using the Knowledge Studio.

Domain-specific terms, e.g., IP, web standards, etc. shall not be included in the
entity definition. Even if the precision of the responses might increase (which
didn’t happen), the portability of the assistant gets negatively affected (due to
the domain specificity of the terms). Again, the use of M2 (domain) models looks
promising.

5. Similar considerations, in all respects, could be made regarding the @users entity.

5.2.5.4 Final considerations

1. Some undesired numbers, bullets, codes, etc. appear in the responses. They
are probably due to imprecision’s in the begin/end of the examples (both in
Knowledge Studio and Discovery).

2. System cannot be used as a synonym of the goal. It leads to undesired identifi-
cation of the #goals intent quite often.

3. The @constraint entity has been associated with the word g. The reason why is
unclear.
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4. Likewise, the @users entity has been associated with the words software and
hardware.

5. The @constraint and @users entities could be renamed in the singular number.
In general, all identifiers, e.g., #identify users, #goals, etc. could be redefined
in a uniform way to improve code understanding and maintenance.

6. The entity values (of any entity, not @constraint and @users only) could be
defined in the singular number. It is highly likely (although it would have to be
checked) that Watson can infer plurals from singular names.

5.3 Iteration 3

5.3.1 Requirements

The third cycle is focused on adding more intents and improving the performance of
the machine learning model with the use of a bigger training data set. To speed up the
annotation process for model training and reduce the human annotator workload, we
created a domain-specific dictionary for each entity type (goals, tasks, etc.). Dictionaries
are equivalent to L0 -models, that is, instances of the L1 -model (the RE concept model)
which contains domain-specific concepts. Summary of requirements for the third cycle:

• Adding few more intents.

• Improving Machine learning model.

• Pre-annotation using dictionaries.

• Improving query process.

5.3.2 Development

As stated in the requirements section, this cycle aims to incorporate expert suggestions
in addition to new features. Below we describe the development work in detail that has
been carried out to complete requirements. In sub-section 5.3.2.2, we list new intents
added on assistant. In sub-section 5.3.2.3, we talk about new entities for intents. In
sub-section 5.3.2.4, assistant new dialogues have been discussed. In sub-section 5.3.2.5,
we presents detail about used dictionaries in third iteration for pre-annotation process.
In sub-section 5.3.2.6, we describe how pre-annotation is works. Finally, in sub-section
5.3.2.7, we describe annotation process on Watson Knowledge Studio.

5.3.2.1 Architecture

The chatbot architecture remains same as shown in Fig. 5.18 , but we add three more
intents so RE concept model for 3rd iteration changes as shown in Fig.5.20.
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Figure 5.20: Telos Meta Model for third cycle.

5.3.2.2 Intents

We added three more intents in Watson Assistant to incorporate expert suggestions.

• #benefits: This intent is used to identify benefits of system.

• #integrations: This intent is used to identify any integration of the new system
with existing hardware or software or system.

• #stakeholders: This intent is used to identify stakeholders of the system i.e.
users that are going to be affected by the system.

5.3.2.3 Entities

Similarly, we created entities for each intent to improve the intent recognition process.

• benefit: Used to identify benefit related questions from user input i.e system will
display ads etc.

• integration: Used to identify integration related questions from user input.

• stakeholder: Used to find affected users other than end-user i.e Owner of system
or third party.

5.3.2.4 Dialogues

We added three more dialogues for new intents.
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Figure 5.21: Dictionaries for Pre-annotation.

• #Benefits: This dialogue is used to display answers related to benefits of system.

• #Integration’s: This dialogue is used to display answers related to any integra-
tion of the new system with existing hardware or software or system.

• #Stakeholders: This dialogue is used to display answers related to stakeholders
of the system i.e. users that are going to be affected by the system.

5.3.2.5 Dictionaries

We have created four dictionaries so far as shown in Fig.5.21 for the pre-annotation
process, these dictionaries have been mapped on Watson Knowledge Studio entity types
and then have been utilized during the pre-annotation process.

• Tasks-Dictionary: Tasks dictionary is used to find and annotate the words
related to tasks.

• Users-Dictionary: This dictionary is used to find and annotate the words re-
lated to users, such as writer, admin, etc.

• Constraints-Dictionary: Constraints dictionary is used to find and annotate
the words related to Constraints.

• Goals-Dictionary: This dictionary is used to find and annotate the words re-
lated to goals, such as goal, intent, etc.
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Figure 5.22: Annotation process.

5.3.2.6 Pre-Annotation

The pre-annotation process has been used to reduce the annotator workload, we have
used dictionaries as discussed in the previous section but we will also test the machine
learning model for the pre-annotation process in the later cycles. In the process of
pre-annotation, Watson Knowledge Studio uses the defined terms and find the relevant
words and then annotate them.

5.3.2.7 Annotation

The annotation process is rather simple but laborious unless having support from pre-
annotation techniques. The process includes finding domain-specific terms and their
annotation as shown in Fig.5.22.

5.3.2.8 Demo

Figure. 5.23 shows the demo of the chatbot for the third cycle, a conversation between
user and simulator about requirements of the system, the user queries the chatbot about
the goal, users, tasks, and constraints of systems. In response, at first assistant identify
intents and then forward request to Watson discovery using cloud functions and, IBM
cloud functions run a query on Watson Discovery and return results. Watson Assistant
responds according to results received from the discovery. We can see results have been
improved as compared to the previous iterations, we don’t have irrelevant text like FR
or NFR.
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Figure 5.23: ChatBot Demo Cycle-3.

5.3.3 Evaluation

In the first and second research cycles, we have used Expert evaluation as recommended
by Kitchenham et al. (Kitchenham and Linkman 2000). In this section, we will describe
the evaluation conducted during the third cycle, where the expert has been replaced by
a student. This represents an intermediate step towards the application of more formal
evaluation procedures. The open character of the feedback provided by the expert
has been limited in the case of the student evaluation. Instead of submitting his/her
opinion, the student fills out two surveys:

• Conversation survey: https://bit.ly/3gcQOVt

• Opinion survey: https://bit.ly/3e7LgcR

The student was selected by convenience. He is a first-year MSc student with the Uni-
versidad Politécnica de Madrid. He has taken a Requirements Engineering course in
the semester previous to this evaluation, including (short) interview training.

To facilitate the process of evaluation, context-free questions were given to the student.
The simulator-student conversation lasted 5 minutes approximately. After interacting
with the simulator, the student was asked to fill the surveys.

The first survey aims to assess the degree to which the student has acquired knowledge
about the future software system during the interaction with the simulator. This sur-
vey contains sentences, e.g., The system shall allow the upload of new content, that are
either true or false. The student was able to answer almost all (9 out of 10) questions
correctly. This result shall be taken with obvious caution due that (1) just one student
participated in the evaluation and (2) the Display Management System is a rather sim-
ple system.

https://bit.ly/3gcQOVt
https://bit.ly/3e7LgcR
http://nlrp.ipd.kit.edu/index.php/Display_Management_System


The second survey collects the student’s impressions regarding the interaction with
the simulator (not the knowledge acquired). The responses are given on a 5-point Lik-
ert scale. Quite not surprisingly, the simulator has received a very good rating (most
of the responses are 4’s and 5s’). Further evaluation efforts are necessary.

Both surveys include one open-ended question. The student suggested that the sim-
ulator should answer questions more precisely; in the current version, all information
related to one user intent is displayed at once. The simulator should also provide sup-
port for clarification questions. Student suggestions have been recorded and will be
incorporated in the next cycles. Most of the suggestions match our future work; hence
the research project will not experience changes in the short term.

5.4 Iteration 4

5.4.1 Requirements

In the third cycle, the system was tested with a student, as a result of evaluation it was
decided that the focus of the fourth cycle should be on: ”Providing partial instead of
complete information to the requirements engineer”. Hence this iteration will focus on
making changes in Watson Discovery and cloud code to respond assistant in chunks for
relevant intents.

5.4.2 Development

The development work includes the changes in code to return results in chunks rather
than single paragraphs, for that we made changes in cloud function and query as well.
In order to get results in chunks, we first get all entity types for user input, and then
we pick random entity type to return specific results in chunks. Moreover, we also have
added functionality of highlighting entities relevant to intents, below we describe the
changes step by step:

1. At first, we query Watson Discovery to return all data related to identified intent.

2. We get entities from metadata.

3. We sort out entities only select entities with relevant types. i.e for intent ”Task”
we select all entities with type ”Task”, the type concept has been explained in
Watson Knowledge Studio section 5.2.3.

4. We pick random entities from the sorted entity list.

5. We query to discovery again to return more precise results using identified type
and entity text i.e.

′query′ :′ text′ : +entityText+′, enriched text.entities.type :′ +queryText;
(5.1)
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Figure 5.24: ChatBot Demo Cycle-4.

here ”entityText” is text of enriched entity and ”queryText” is identified intent
type received as parameter from Watson Assistant. This Discovery language query
will return concise results; it will look for content where entity type is ”queryText”
and it contains the ”entitytext” text as well.

6. We use the sorted list of entities to highlights the relevant results (i.e. results that
we are going to return), the process of highlighting is simple we just update entity
text with HTML tag. Watson Assistant understands some HTML tags including
the one we have used.

7. We then return the most relevant results i.e top paragraph.

5.4.2.1 Architecture

The chatbot architecture and RE concept model both remain the same.

5.4.2.2 Demo

Figure. 5.24 shows the demo of the chatbot for the fourth cycle, a conversation between
user and simulator about requirements of the system, the user queries the chatbot
about the goals, users, tasks, benefits, the affected party, integration, and constraints
of systems. In response, at first assistant identify intents and then forward request
to Watson discovery using cloud functions and, IBM cloud functions run a query on
Watson Discovery and return results. Watson Assistant responds according to results
received from the discovery. We can see results have been much improved as compared
to the previous iterations, we don’t have the irrelevant text and large paragraphs and
importantly the relevant text is highlighted.
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5.4.3 Evaluation

In this section, we will report the evaluation conducted during the fourth cycle, where
we have selected three students instead of single in the previous iteration This represents
an intermediate step towards the generalization of the validation process for the system.
The single student evaluation can be bias or an exceptional case for the system behavior.
Again instead of submitting their opinions, the students fill out two surveys used in the
previous iteration but questions for ”Conversation survey” have been modified :

• Conversation survey: https://forms.gle/KR3sXUimeC6cjCTR8

• Opinion survey: https://forms.gle/MgMte15Fz9WRxKRJ9

The students were selected by convenience. Two of them are first-year MSc students
with the Universidad Politécnica de Madrid and the third one is a second-year student
at the same university. Two of them have taken a Requirements Engineering course in
the semester previous to this evaluation, including (short) interview training and the
third one has taken the course in first-year and also holds some development experience.

To facilitate the process of evaluation, again context-free questions were given to the
students. The simulator-students conversation lasted 8 minutes approximately. After
interacting with the simulator, the students were asked to fill the surveys.

The first survey aims to assess the degree to which the students have acquired
knowledge about the future software system during the interaction with the simulator.
This survey contains sentences, e.g., The system shall allow the upload of new content,
that are either true or false.

As a result, the students were able to answer 86 percent of questions correctly.
Results are good but not unusual, as Display Management System is a slightly simple
system.

The second survey collects the student’s impressions regarding the interaction with
the simulator (not the knowledge acquired). The responses are given on a 5-point Likert
scale.

In the second survey, the simulator also received a positive rating (4.2 avg). In
open-ended questions, the students highlighted that simulator performs well but there
is still a need for some improvements, for instance, the simulator should highlight the
words properly, it should provide support for making summaries, and simulator should
also provide support for clarification questions. Student suggestions have been recorded
and will be incorporated in the next cycles. Again most of the suggestions match our
future work; hence the research project will not experience changes in the short term.

https://forms.gle/KR3sXUimeC6cjCTR8
https://forms.gle/MgMte15Fz9WRxKRJ9
http://nlrp.ipd.kit.edu/index.php/Display_Management_System
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5.5 Iteration 5

5.5.1 Requirements

In fourth cycle system was tested with more than one student and evaluation results
were quite satisfactory. Hence this cycle will focus on incorporating the student’s sugges-
tions and adding features to improve the conversation abilities, allowing the interview
simulator to understand engineers’ meta-questions, such as ”is there anything else”,
”am I correct”, or summaries. Moreover, changes in Watson Assistant and cloud code
will be made to complete the above requirements.

5.5.2 Development

In fifth cycle development work is focused on making changes in cloud code and Wat-
son Assistant for improving the conversation abilities of an assistant. We have created
three more intents and dialogues i.e. ”more”, ”verify” and ”summary”. The intent
”more” is used to handle questions such as ”anything else” or ”are there more”, the
intent ”verify” is used to answer meta-questions such as ”am I correct about this” and
”summary” is used to provide a summary of the conversation. Moreover, the context
variables have been used in Watson Assistant to keep the context of user conversation
and respond accordingly i.e. depending on the value of context variable. In addition to
user context, we are also keeping the record of full conversation so that users can see a
summary of the interaction with the assistant.

On the cloud side, we have modified code to query Watson Discovery based on param-
eters received from assistant, if the assistant sends just a single parameter(i.e. intent
type input) we query using discovery language else natural language query. The Watson
Discovery language query is used to utilize annotated types which is possible in case of
intents such as Tasks and Goals but when the user asks a question like ”am I correct sys-
tem will show the preview of playlist”, it is not possible to answer such questions using
discovery language query so we use natural language query and return top-most results
to clarify user questions. Below we describe the working of functionality step-by-step:

• User interacts with assistant using a provided web interface.

• Assistant keeps the context using variable i.e.

”usercontext” = ”Goal”; (5.2)

, dialog node will update the value of ”usercontext” depending on dialogue exe-
cution in response to a user question.

• We use context variables to respond accordingly when the user asks questions such
as ”anything else” or ”are there more” i.e. depending on the value of context of
variable such as ”Tasks”, ”Goals” etc.
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• In addition to user context, we also use another context variable ”summary” that
keeps user interaction data.

• During the execution of dialogue node it appends question and answers to current
data i.e.

”summary+′ < br > Q.′ + input.text+′ < br >′ +webhook result.data”; (5.3)

here we append data into the ”summary” variable that includes ”Q.” as an input
of the user and webhook result is the assistant response shown to the user.

• We show the summary using a summary variable when the user asks for it.

• When a user asks verification related questions such as ”am I correct about this”,
we send additional parameter to cloud function i.e natural

• Cloud function check for parameters if there is a ”natural” parameter in JSON
object it will run natural language query.

• In case no intent has been detected by Watson Assistant we also run a natu-
ral language query, instead of replying we couldn’t find anything we let Watson
Discovery decide.

• We show the most relevant result for natural language queries.

5.5.2.1 Architecture

The chatbot architecture remains same as shown in Fig. 5.18 , but we add three more
intents so RE concept model for fifth iteration changes as shown in Fig.5.25.

5.5.2.2 Demo

Figure. 5.26 displays the demo of the chatbot for the fifth cycle, a dialogue between
user and simulator about requirements of the system, the user queries the chatbot
about the goals, users, tasks, benefits, the affected party, integration, and constraints
of systems. In response, the Watson Assistant responds according to results received
from the discovery. Results after the fifth cycle are more natural and accurate, the
assistant can answer meta-questions, the question related to more information and a
summary of a conversation between user and assistant.

5.5.3 Evaluation

In this section, we discuss the evaluation method used in the fifth cycle for the simulator.
After expert opinions and surveys with students, we introduce a more formal method
to finish the thesis, i.e., a formal experiment. Similar approaches have been used by
(Niknafs and Berry 2017; Pitts and Browne 2004; Agarwal and Tanniru 1990; Marakas
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Figure 5.25: Telos Meta Model for fifth cycle.

Figure 5.26: ChatBot Demo Cycle-5.
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and Elam 1998). We will use a hybrid approach. First, the experiment will check the
correctness and completeness of of the information provided y the chatbot. Second,
we will use a survey, as in the previous cycles to get students’ feedback related to the
simulator performance.

5.5.3.1 Hypotheses

The aim of our research is helping students to gain interview skills. An interview is
successful when all relevant information is correctly acquired. Thus, our hypotheses
are:

• H10: The students cannot retrieve the correct information using the chatbot.

• H11: The students can retrieve the correct information using the chatbot.

and

• H20: The students cannot retrieve complete information using the chatbot.

• H21: The students can retrieve complete information using the chatbot.

5.5.3.2 Independent Variables

The independent variable is the chatbot usage. In a full-fledged experiment, this vari-
able would have two different levels or values: using chatbot vs. conducting an actual
interview. Due to the prototype character of the chatbot, a comparison with a real
interview would be unfair. Likewise, the number of experimental subjects is limited.
Therefore, we decided to perform an exploratory quasi-experiment instead of a real
experiment. The goal is understanding whether Hx0 could be rejected in larger-scale
studies, instead of formally testing the hypotheses using statistical methods.

5.5.3.3 Dependent Variable

There are two dependent variables:

• The subjects’ capability to correctly retrieve information using the chatbot.

• The completeness of the information acquired.

Moreover, subjects will also provide feedback on how the system behaved in response
to their questions; this will help to check the performance of the system as well i.e in
terms of usability and performance.
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5.5.3.4 Experimental task

We have used the same SRS than in previous evaluations. This may be a threat to
validity to some extent but students do not have complete information about SRS and
interaction in the previous iterations had a different purpose. Moreover, the simulator
results were different as well. In this iteration, we ask students to use the system and
create SRS for a system using the simulator.

5.5.3.5 Subject Selection

The students who participated in the previous cycle were selected for this cycle as well.
Two of them are first-year MSc students with the Universidad Politécnica de Madrid
and the third one is a second-year student at the same university. Two of them have
taken a Requirements Engineering course in the semester previous to this evaluation,
including (short) interview training and the third one has taken a course in first-year
and also holds some testing experience.

5.5.3.6 Experiment Execution

We select students and ask them to use the simulator and create SRS for Display
Management System. The SRSs created by students will be checked in comparison to
the original SRS of the Display Management System. We have created google form
using IEEE-830 format for SRS; form also has questions related to the opinion:

• Evaluation form: https://forms.gle/11jZmr29SaNYDZpo9

To facilitate the process of evaluation, again context-free questions were given to the
students. The simulator-students conversation lasted 30 minutes approximately.

5.5.3.7 Analysis

As stated previously, we have checked the correctness and completeness of the infor-
mation acquired by the students using the chabot. After the qualitative analysis of
each SRS created by students, we conclude that all students were able to create cor-
rect/complete SRSs in comparison to the original SRS. They were able to put things
in the right place as well. We did not perform statistical analysis because of small
data points. Moreover, the simulator received 4.6 ratings as well. All students agreed
that the system will be helpful for novice requirements engineers in gaining interview
skills. We didn’t receive any issue regarding the performance of the simulator. How-
ever we received a suggestion for making improvements in a simulator to act like a real
interviewee, that will be addressed in the final iteration.

https://forms.gle/11jZmr29SaNYDZpo9


5.6. ITERATION 6

5.6 Iteration 6

5.6.1 Requirements

In this last iteration, we will focus on introducing natural language pitfalls in assistant,
e.g., ambiguity, incompleteness, etc, and to incorporate suggestions noted during the
evaluation of the fifth cycle. Our goal is to make conversation natural as much as
possible. We will make changes in the cloud code to introduce natural language pitfalls.

5.6.2 Development

In this cycle development work is focused on making changes in cloud code to achieve
above-stated requirements, below we describe step by step how we add ambiguity and
incompleteness:

• User interacts with assistant using a provided web interface.

• Assistant forwards request to cloud function.

• Cloud function query discovery.

• Cloud function does processing on data.

• We remove unwanted terms.

• We generate two random conditions for introducing ambiguity and incomplete-
ness.

• If the first condition met we call add ambiguity function else if the second condi-
tion met we call add incompleteness function.

• In add ambiguity function we remove the random entity from the response.

• In add incompleteness function we remove random sentence.

• Finally, we return a response.

5.6.2.1 Architecture

The chatbot architecture and RE concept model both remain the same.
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Figure 5.27: ChatBot Demo Cycle-6.

5.6.2.2 Demo

Figure. 5.27 displays the demo of the chatbot after the final cycle, a dialogue between
user and simulator about requirements of the system, the user queries the chatbot
about the goals, users, tasks, benefits, the affected party, integration, and constraints of
systems. In response, the Watson Assistant responds according to results received from
the discovery. In the final cycle, we focused on introducing natural language pitfalls;
we can see simulator return an inconsistent response when asked about the goals of the
system. Moreover, when we ask any meta-question; simulator response with clarification
rather than yes/no answer. This implies that simulator responds realistically, in real
interviews customers often provide ambiguous and incomplete information.

5.6.3 Evaluation

In this section, we discuss the evaluation method used in the final cycle. Formal evalua-
tion of the system was carried in the fifth cycle in this cycle system is not much changed
so we will use opinion survey only to evaluate simulator. Five students were selected to
interact with the system and provide their opinion on the performance of the system.

• Opinion Survey: https://forms.gle/PnCEHmG5EEkBZniK7

The students were selected by convenience three from the Universidad Politécnica de
Madrid, and the remaining two from Technische Universität Kaiserslautern, Germany,
University of Oulu, Finland respectively. They have taken a Requirements Engineering
course.

In final the survey, we collects the student’s impressions regarding the interaction
with the simulator . The responses are given on a 5-point Likert scale. Quite not
surprisingly, the simulator has received a very good rating (4.7/5). Moreover, rating
should be taken with caution due to small set of subjects.

https://forms.gle/PnCEHmG5EEkBZniK7


Chapter 6

Discussion

In this chapter, we explain the attainment of research goals. At first, we outline each
research goal and then provide detail on how we achieved it. The justification and
explanation are based on the results of previous chapters.

6.1 Create a chatbot

The first research goal is achieved by developing an interactive and robust chatbot
using Watson Technologies such as Watson Assistant, Watson Discovery, IBM Cloud
Functions, and Watson Knowledge Studio. An iterative and incremental approach has
been observed for the development process based on the Design Science approach.

The interview simulator can answer diverse types of questions related to RE con-
cepts such as Tasks, Goal, Users, Benefits, Stakeholders, Constraints, and Integration.
Moreover, the simulator also presents a summary of conversation when asked and an-
swers meta-questions such as ”Am I correct system should reveal the status of each
panel”.

The simulator can also answer the questions based on the context, for instance when
the discussion is going on about tasks and the user asks ”anything else” or ”are there
more”. Likewise, it will identify other contexts such as constraints or goals.

6.2 Introduce natural language pitfalls

The interview simulator has been developed with the idea of achieving a natural con-
versation between client and requirements engineer. To achieve this goal we have added
logic in cloud code that makes simulator to:

• Detach entities from response randomly.

• Adds incompleteness randomly, i.e., it detaches some text from the response de-
pending on random condition.
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6.3. EMPHASIZE GOOD INTERVIEW PRACTICES DURING THE
CONVERSATION

• Response randomly to the questions.

• Repeat the same answer sometimes as the same thing happen in real life inter-
views.

• When asked about yes/no questions it tries to clarify answer rather answering in
yes/no format.

6.3 Emphasize good interview practices during the

conversation

Interviewing customers is not an easy-going job; it requires skills and expertise. Senior
requirements engineers possess such skills but novice requirements engineers struggle.
To help them we use good practices while developing the assistant:

• We use context-free questions.

• Our system is capable of making summaries and answering meta-questions.

• Novice engineers can check those summaries and reflect on what went wrong or
right.

• They can ask meta-questions such as ”Am I correct system should reveal each
panel” or ”anything else” or ”are there more” for clarifying their doubts and
getting complete requirements.

• Once novice engineers feel they done with interviews they can ask for a summary
and reflect on that.

6.4 Elaborate a design theory

One of our goals is to provide a skeleton for creating chatbots in requirements elicitation.
The experience gained in this project enable us to sketch an architecture that can be
used in different domains, and probably with different elicitation techniques such as
surveys or focus groups.

Fig.6.1 shows the proposed chatbot architecture, that includes all the required com-
ponents for building chatbot application for requirement elicitation domain. Context-
free identified intents in architecture present Telos M1 model, while a dictionary repre-
senting the Telos M0 model that can be used to annotate the documents before model
generation. The Watson Assistant takes input(i.e Telos M0 model) and identifies the
purpose of using intents, then it calls API/Cloud Function to run a query on discovery
service and return results. On the other hand, Watson Discovery uses Machine Learning
Model provided by Watson Knowledge Studio. For utilizing the architecture following
guidelines may be followed:
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6.4. ELABORATE A DESIGN THEORY

Figure 6.1: Abstract Architecture for developing Chatbot in REl domain.

• First step after identifying the problem is to define context-free intents for the
Watson assistant.

• Next step should be integration with Watson Discovery using IBM cloud function
or custom web API.

• Once integrated with discovery service annotation and configuration should be
performed in the Watson discovery such as creating new fields and breaking doc-
uments.

• After integrating with the discovery service Watson Knowledge studio should be
introduced.

• In order to utilize knowledge studio guidelines provided in section 2.6.3 must be
followed.

• Once done with the previous step; machine learning model must be deployed on
discovery service.
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Chapter 7

Conclusion

In this chapter, we present a summary of the thesis outcomes; we also discuss future
work.

7.1 Summary

The interview simulator has been created using the Design Science approach with the
primary goal of helping novice requirements engineers. The results have been promising:

• The interview simulator understands context-free questions, retrieving the right
information related to RE concepts such as Tasks, Goals, Users, Benefits, Stake-
holders, Constraints, and Integration.

• The simulator also makes summaries of the conversation, answer meta-questions,
and answer the questions based on the context. Moreover, the simulator also
responds randomly with ambiguity and incompleteness.

• The simulator’s knowledge base has been defined at 3 levels: (1) L2, i.e., classes
and relationships, (2) L1, containing RE-related concepts, and (3) L0, including
domain-specific concepts. This knowledge base is easy to implement in Watson
using the Knowledge Studio and Assistant services.

• The modular structure of the knowledge base leverages the simulator’s ability
to maintain conversations in different domains. Code changes will not be likely
required.

The chatbot was evaluated by conducting the experiment in the fifth cycle, students
were asked to create SRSs using the simulator for Display Management System. SRSs
of students were compared with the original SRS of the Display Management System
for checking the correctness of information retrieved using the simulator. Furthermore,
students were also asked to give feedback about interaction. The simulator has received
a good response from students. They were able to complete the tasks, and the feedback
of the final version suggests that the simulator will be surely helpful for novice engineers
to improve interview skills.
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7.2. FUTURE RESEARCH

7.2 Future Research

The future research will focus on applying the interview simulator to different problem
domains by utilizing the modular structure of the knowledge base. Due to time and
resource constraints we were not able to test the interview simulator to different do-
mains. In addition to different domains, more work will be done to make an interview
simulator to act like a real assistant.

Moreover, the interview simulator will be tested in a real RE course in the academic
year 2020-2021. Once it proves effective in the classroom, it will be opened to the RE
community for free use and improvement.
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Appendices

A Context-free questions

The list of context-free questions that appears below has been used during the Expert
Evaluation of the Design Science cycles 1-2.

1. Which goals are you pursuing with the new system?

2. Which organization’s tasks should the new system provide support in?

3. Which benefits do you expect to obtain?

4. Which characteristics do you wish the new system to have?

5. Which tasks should the new system perform?

6. What are the users of the new system?

7. Which individuals, besides the users, are going to be affected by the new system?

8. Should the new system interact with other existing or new systems?

9. Should the new system interact with other hardware, database, etc. systems,
either existing or to develop in the future?

10. Is there any temporal restriction for development?

11. Is there any restriction, e.g. regulation, standard, which affects the system devel-
opment?

These questions are based on (Kotonya and I. Sommerville 1998). They have been
used in an elicitation experiment (Carrizo, Dieste, Juristo, and López 2011), as well as
in O. Dieste’s Requirements Engineering course at the European Master in Software
Engineering. These questions are rather simple as compared to other sets of questions,
e.g., (Gause and Weinberg 1989), being thus ideal to test the interview assistant in the
early stages.

Please notice that the original list (Carrizo, Dieste, Juristo, and López 2011) con-
tained some grammatical errors and typos. They have been fixed during the subsequent
expert evaluations.
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B. SPECIFICATION USED IN THE CHATBOT

B Specification used in the chatbot

B.1 Display management system

B.1.1 Introduction

B.1.1.1 Purpose : Define the requirements of the Display Management System
(DMS). This system will operate the electronic notice boards installed at the School of
Computer Science. Notice boards are 46” LCD monitors displaying information (ads,
institutional information, etc.) using photo or video formats.

Currently, notice boards do not have any management software to administer the
displayed contents. Images and videos are stored in the monitors using a procedure
similar to digital photo frames. goal [The goal of this project is developing a system
capable to manage the displayed contents over the Internet, so that an administrator
may make changes from anywhere].

B.1.2 Overall description

B.1.2.1 Product perspective : Notice boards display the images and videos
stored in a 500 GB internal hard disk drive. Images and videos can be transferred
through a USB 2.0 or Firewire ports. SD cards can also be used. Monitors have 1 Gbps
Ethernet network connection and Wi-Fi.

B.1.2.2 User characteristics : There are 3 user types:

• user [Administrator]: They can access the system with no restriction.

• user [Writer]: They can upload contents, but cannot delete existing ones.

• user [Supervisor]: They can review the notice boards’ contents, but cannot manage
them (they cannot add, modify or remove images or videos).

B.1.2.3 Constraints The system shall constraint [communicate with the panels through
the Internet using each panel’s IP or their broadcast IP].

B.1.3 Requirements

B.1.3.1 Functional requirements

FR-1 The system shall allow the task [recording and management of users] who can access
the application via a login and different levels of privileges. Access will be through
e-mail address and password.
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B. SPECIFICATION USED IN THE CHATBOT

FR-2 The system shall allow the task [upload of new content]. The contents may be
images, videos and Flash animations. Uploaded new content must be associated
with a title, description, some tags, duration, date of activation and expiration
date.

FR-3 The system shall task [display a list sorted by date (ascending or descending) of
the last ten uploaded contents]. It will also show the rest of the contents if they
exceed ten.

FR-4 The system shall allow the task [edition of the characteristics of a newly uploaded
content], that is, you can modify the title, description, tags, activation date and
expiration.

FR-5 The system shall allow the task [creation, edition and deletion of playlists], so that
downloaded videos can be included in certain playlists. It will also be possible to

task [change the order of videos in a playlist].

FR-6 The system shall task [manage the state of playlists]. A playlist can be ”online” or
”offline.” Online playlists are sent to monitors to display videos. Offline playlists
contain videos that are stored on the system but not displayed on the panels.

FR-7 The system shall allow the task [preview of playlists].

FR-8 The system shall allow the task [removal of material]. Content will be removed
from both notice boards’ disks and the application server’s disk.

FR-9 The system shall task [reveal the status of each panel], i.e.: if it is running, online,
or if for any reason it is down or unreachable. It also will task [show whether the
panels have correctly received the contents] that have been sent to them.

FR-10 The system shall task [report the disk capacity used and left], both in the panel’s
disks and the application server’s disk.

FR-11 The system shall allow task [downloading the contents stored on the server].

FR-12 The system shall task [turn the panels on and off] (one in particular, or all at once)
through the web.

B.1.3.2 Non-functional requirements

NFR-1 The system shall be accessible and usable.

NFR-2 The system shall meet W3C Web design standards.

NFR-3 The system shall comply with the corporate image of the School of Computer
Science.

NFR-4 The application shall be available in English and Spanish. The default language
is Spanish.
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C. COMPILATION OF CONTEXT-FREE QUESTIONS

C Compilation of context-free questions

C.1 1st List

Authors: Gause & Weinberg (Gause and Weinberg 1989)

1. Who is the client?

2. What is a highly successful solution really worth to this client?

3. What is the real reason for wanting to solve this problem?

4. Should we use a single design team, or more than one?

5. Who should be on the team(s)?

6. How much time do we have for this project?

7. What is your trade-off between time and value?

8. Where else can the solution to this design problem be obtained?

9. Can we copy something that already exists?

10. What problems does this product solve?

11. What problems could this product create?

12. What environment is this product likely to encounter?

13. What kind of precision is required or desired in the product?

14. Am I asking you too many questions?

15. Do my questions seem relevant?

16. Are you the right person to answer these questions?

17. Are your answers official?

18. Is there anyone else who can give me useful answers?

19. Is there someplace I can go to see the environment in which this product will be
used?

20. Is there anything else I should be asking you?

21. Is there anything you would like to ask me?

22. I notice that you hesitated a long time before answering that question. Is there
something else we should know?
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23. When I asked X about that, she said Y. Do you have any idea why she might
have said Y?

24. I notice that you don’t seem to agree with that reply. Would you tell us about
that?

25. Are you comfortable with the process right now?

26. Is there any reason you don’t feel you can answer freely?

27. What can you tell me about the other people on this project?

28. How do you feel about the other people working with us on this project?

29. Is there anybody we need on this project whom we don’t have?

30. Is there anybody we have on this project whom we don’t need?

C.2 2nd List

Authors: Lundeberg, Goldkuhl & Nilsson (Lundeberg, Goldkuhl, and Nilsson 1981)

1. What are the problems?

2. For each problem:

(a) What is the real reason for wanting to solve this problem?

(b) Can a solution to this problem be obtained elsewhere?

(c) Which organizational goal is served by solving this problem?

(d) How bad is the problem? (Quantify if possible)

(e) How urgent is it?

3. Which stakeholders have which problems?

4. For each stakeholder/problem combination:

(a) How much is it worth to this stakeholder to solve the problem?

(b) How bad is it for the stakeholder if the problem is not solved?

(c) How urgently should this problem be solved?

(d) How bad is it if this problem is solved one year later?

(e) What is the trade-off between time and value?
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C. COMPILATION OF CONTEXT-FREE QUESTIONS

C.3 Third List

Author: Michael Bolton (Bolton n.d.)

1. Who is my client?

2. Are you my only client?

3. Who is the customer of the product?

4. Who are the other stakeholders?

5. What is my mission?

6. What else might be part of my mission?

7. What problems are you aware of that would threaten the value of this product or
service?
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Abstract—Introduction: Although the interview is the most
important and widely used requirements elicitation technique,
novice engineers do not receive adequate training in Require-
ments Engineering (RE) courses.

Objectives: Develop an AI-based interview simulator for help-
ing novice requirements engineers in gaining interview skills.

Methods: The research is based on the Design Science Method-
ology for Information Systems. Seven cycles have been planned;
in each cycle, a proof of concept with additional features is
created. Each cycle finishes with evaluation and improvement
suggestions.

Results: So far three development cycles have been completed.
The simulator can answer context-free questions and provide
information about RE concepts, e.g., goals, tasks, etc.

Conclusions: The results have been promising. Research is still
in progress. We plan to improve the simulator in the short term
adding features like more complex conversation abilities and the
capacity to handle different problem domains.

Index Terms—Requirements elicitation, chatbots, assistants,
interviews, interview training.

I. INTRODUCTION

Requirements elicitation (REl) is a crucial phase of require-
ments engineering [1], which strongly influences the quality
of final product [2]. Communication skills are fundamental to
elicitation; hence people with strong communication skills are
more effective in the requirements elicitation [3]. Users and
customers should have enough skills to express their needs
to the requirements engineers, and obviously, requirements
engineers should be specialists in acquiring the necessary
domain-specific knowledge.

REl comprises diverse activities and multiple techniques
to perform these activities. There exist many requirements
elicitation techniques such as task analysis, questionnaires,
domain analysis, interviews, observation, etc. Elicitation tech-
niques are selected depending on system type, purpose, time,
budget, etc. However, interviews are the most widely used
elicitation technique for requirements acquisition [4], and
they are considered as one of the most effective elicitation
techniques [5].

Interviews look easy to conduct because they are, in essence,
a one-to-one conversation. However, an effective interview is
not a free conversation. On the one hand, interviews require the
realization of several tasks, e.g., scheduling, script preparation,

and consolidation. On the other hand, their success signifi-
cantly depends on the skill of the interviewer to know what
are right questions and when to ask them, and from whom to
ask [4]. Interviews are a soft skill but it is not acquired for
free.

It is difficult for REl students to develop interview skills
during their courses. The problems are multi-fold: (1) students
usually have limited domain knowledge, (2) interview practice
is time-consuming, and (3) large groups prevent instructors to
conduct even a single interview with each student. At least
in our experience, interview training in academia restricts to
theory or short-time exercises.

Similar problems have been reported in other sciences.
Fitzmaurice et al. [6] highlight that young doctors have little
chances for interviewing patients to acquire interview skills.
Yang and Evans [9] discuss the need for training for the
use of a newly introduced educational application. Kowalski,
Pavlovska, and Goldstein [10] explains the training of security
personnel for effective communication.

An approach that has been explored by several researchers
to improve the engineers’ interviewing skills is to develop
interview simulators, likewise e.g., airline pilots are trained
in flight simulators. However, we are not aware that any of
these simulators are currently available. It is even possible
that they did not proceed beyond the research stage, as the
natural language processing technology has developed at a
rather slow pace in the past years. The situation has changed
with the rise of computing power and the expansion of AI-
enabled technologies, e.g., digital assistants such as chatbots
are commonplace [7] for customer assistance in many web
pages and traditional phone systems.

In this paper, we aim to develop an AI-based interview
simulator for helping novice requirements engineers to acquire
interview skills. More specifically, our research goals are:

1) Create a chatbot that engages in a natural conversation
with requirements engineers.

2) Emphasize good interview practice during the conversa-
tion, e.g., using context-free questions [8], [9], making
summaries [10], etc.

3) Introduce natural language pitfalls, e.g., ambiguity, in-
completeness, etc. in the engineer-chatbot conversation.
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4) Elaborate on a design theory for chatbots applied to REl
interviews.

This research applies the Design Science [11] methodology,
due to its requirement of developing a working software
product. We have carried out three Design Science cycles and
the results are promising. The chatbot is now able to answer
questions about system goals, tasks, users, and constraints. The
current version of the chatbot is publicly available for eval-
uation purposes (see section IV-C), although further research
will be necessary to achieve our research goals.

The remainder of this paper is organized as follows: In
section II, we provide the relevant background information.
In section III, we introduce the Design Science methodology,
that we use for the design and implementation of the assistant.
Section IV summarizes the Design Science cycles carried out
so far. In section IV-B, we discuss the simulator architecture
and section IV-C provides detail about its implementation with
IBM Watson technologies. In section V, we discuss a (very)
preliminary evaluation of the simulator. Finally, in sections
VI and VII, we report the threats to validity, conclusions and
future works, respectively.

II. BACKGROUND

We provide the relevant background information in the
following sections. In section II-A, we review how different
sciences have addressed the need that practitioners receive
adequate interview training. In section II-B, we discuss the
interview training process in RE. In the remaining sections,
we discuss chatbot-related issues, i.e., the educational value
of chatbots (section II-C), and the IBM’s Watson technologies
(section II-D).

A. Interview training

The need for adequate interview training has been raised in
several disciplines, such as education, security and health.

Yang and Evans [12] discuss the need for training for the
use of a newly introduced educational application. A university
has introduced a system for managing library resources that
helps teachers to generate reading lists and students to access
those lists. The problem is that a significant number of users
including students, teachers, and library staff do not know how
to utilize service properly. They developed a chatbot that acts
as a virtual tutor to instruct and train users to solve basic
issues.

Kowalski, Pavlovska, and Goldstein [13] explain the training
of security personnel in a company. Such training was mostly
based on intranet e-learning, but traditional web-based learning
processes have not been proved effective. This study used
chatbot technologies to enhance security awareness training.
The results of case studies conducted on the company suggest
that the attitudes of the respondents appear to be more positive
to security when chatbots are used instead of the current
traditional e-learning security training courses.

Fitzmaurice et al. [6] highlights that young doctors do
not have enough chances for interviewing patients to acquire
interview skills. In general, students are supposed to interview

many patients with acute and severe psychiatric disorders.
Unfortunately, patients are reluctant to be interviewed by
multiple students. To solve this problem, an online interactive
e-learning simulator called ‘Virtual Interviews for Students
Interacting Online for Psychiatry (VISIOn)’ has been devel-
oped. Students can use simulator anytime to learn about their
profession and apply their learning outcomes in real life.

B. Interview training in RE

The problems associated to interview training suggest the
need for some computerized support to the education of novice
requirements engineers. Computer-Aided Software Engineer-
ing (CASE) tools have been applied to a diversity of software
engineering in a variety of ways. Only a few tools have been
specifically created for REl [10].

Gilvaz & do Prado Leite [14] presents an interview assis-
tant to help software engineers during the interview process.
The assistant uses Wetherbe’s indirect questioning approach
[15] for interviewing and provides automated support for the
software engineers in eliciting necessary information for the
information systems.

A business interview simulator has been developed by
Bollweg, Shahriar, Stemmermann & Weber [16] as part of their
Enterprise resource planning MOOC course. Their primary
purpose in developing a simulator is to provide students
with interviewing skills so that they can efficiently conduct
interviews (face-to-face or online) with managers from real
companies later in the technical phase of course. The simu-
lator has been tested on 38 students enrolled in the course.
Students were asked to fill questionnaires right after using the
simulator. The results indicate that the simulator performed
well technically to help students gaining interview skills as
compared to traditional e-learning process.

Yamanaka and Komiya [17] illustrates a method to nav-
igate interview-driven software requirements elicitation. The
method uses the progress management table to keep users on
track. To check the effectiveness of the proposed method an
experiment was conducted on SE student with and without
navigation method. As a result, they clarify that the user
requirements elicitation work depends on the business knowl-
edge and work experience of each individual.

Kato et al. [10] presents a model of navigating interview
processes for eliciting requirements to help novice analysts.
Their model stores expert analyst’s data in the forms of
thesaurus, state transition model, and template, then they use
that information for the interview navigation process. The
navigation process help analysts to specify SRSs in IEEE 830-
1993 format. They validated their model by comparing the
SRSs created by both novice and expert analyst and results
confirm that the navigation method will help both novice
and expert analysts as well. However, the development of
supporting system based on the method is yet to be done.

Stanica et al. [18] developed a Virtual Reality (VR) Job In-
terview Simulator to help software engineers increase their job
interview performances by practicing their hard (skills related
to job) and soft (ocial competencies, communication skills,
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and personality-related traits) skills. The interview simulation
process is performed using VR based environments. However,
the product is still under development soon it will be validated
with real candidates.

C. The educational value of chatbots

Chatbots have been widely used in different fields but their
use in academia is limited despite their potential to support
many educational activities. Yang and Evans [12] discuss three
chatbots with the purpose: (1) to support the delivery of a
Master’s course simulation game, (2) to support the training
and use of a newly introduced educational application, and
(3) to improve the processing of help-desk requests within
a university department. The results indicate that AI-based
chatbots are quite useful in the field of education but still there
are some challenges in the creation of chatbots i.e. chatbot
development platforms are not originally designed to support
educational activities.

D. IBM Watson technologies

IBM is one of the leading companies actively working to
provide AI-based tools for different purposes. Watson is IBM’s
suite of enterprise-ready AI services, applications, and tooling
[19]. IBM has developed many products under the umbrella
of Watson technology such as Watson’s Assistant, Watson’s
Discovery Service, Watson Natural Language Understanding,
Watson Knowledge Studio, IBM cloud Function, etc.

We have chosen IBM Watson technologies to develop
our interview simulator due to its capabilities to adopt AI
techniques on different domains with high accuracy [20].
Our interview simulator uses specifically the products: (1)
Watson Assistant, (2) Watson Discovery Service, (3) Watson
Knowledge Studio, and (4) IBM cloud Functions. We describe
them briefly below.

1) Watson Assistant: is IBM’s artificial intelligence-based
product that lets developers build, train, and deploy smart
assistants for businesses. The assistants can be deployed stan-
dalone or part of any application. Unlike traditional chatbots
that frustrate humans when complexity increases, the Watson
Assistant is rather smart and provide external search support
[21].

2) Watson Discovery: is an intelligence-based search tech-
nology with machine learning and natural language process-
ing capabilities that work accurately to generate meaningful
results when applied to huge enterprise data. Moreover, it also
provides support to easily create cognitive, cloud-based explo-
ration applications that uncover actionable insights embedded
in unstructured data - including own proprietary data, as well
as public and third-party data [22].

3) Watson Knowledge Studio: is a cloud-based application
that lets developers and domain experts work together to
create and train custom machine learning models that could be
used to recognize concepts and relationships in unstructured
text. Moreover, it also provides support to use the models
in IBM Watson Discovery, IBM Watson Natural Language
Understanding, and IBM Watson Explorer [23].

4) Cloud Functions: are Functions-as-a-Service platform
based on Apache OpenWhisk, that runs application code
without servers [24].

III. METHODOLOGY

AI-enabled technologies, particularly chatbots, have been
used for interview support and training. Some efforts [10],
[14], [16], [17] have been made in RE to provide support
to requirements engineering during REl, but very little in
what regards novice engineers’ training and interviewing skills
acquisition.

We aim to develop an interview simulator, in line with the
works of [16], [6], [18]. As this research’s goal is to design a
new artifact, we will apply the Design Science methodology
[11].

Design Science was created in the Information Systems (IS)
discipline. IS involve people, organizations, and technology.
Developing IS requires proper analysis of all connected enti-
ties. Hevner [11] argues that this discipline is characterized by
two separate paradigms: behavior science and design science.
The first one seeks the creation or justification of theories
to explain or predict human behavior. The second one is the
engineering approach focused and aims to build inventions
that solve people’s and organization’s problems effectively and
efficiently.

While the routine design is the application of existing
knowledge to organizational problems, Design Science in-
volves finding new solutions to previously unsolved problems
or better and more efficient solutions to previously solved
problems [25]. Our research matches one of these two sit-
uations, depending on each one’s interpretation of the current
state of the art.

Fig. 1 shows the design science framework for this research.
The interview simulator is developed using an iterative ap-
proach, creating a sequence of proof-of-concept artifacts. Ar-
tifacts are refined through the feedback received from different
evaluation mechanisms. Once evaluated, the information flows
back both to the environment (reporting about e.g., feasibility,
scope limitations, etc.) and to the knowledge base (increasing
our knowledge about the research area).

IV. RESULTS

Seven research cycles have been planned, scheduled to
finish by July 2020. So far, three cycles have been completed,
with promising results. The later cycles are briefly outlined in
section VII. In this section, we will report the work carried
out in the first cycles, followed by the chatbot architecture and
implementation. The progress of the research can be followed
”live” at https://www.overleaf.com/read/gcgqmpzzgbzz.

A. Design Science process
1) First research cycle: It was focused on designing a basic

chatbot with the following features:
• Accept as input one IEEE-Std-830 [26] requirements

specification. We have chosen a short specification avail-
able at the nlrpBENCH: The Display Management Sys-
tem.
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Fig. 1. Research design science framework (based on [11]).

• Answer queries related to goals, tasks, and users of the
system described in the requirements specification.

This second point deserves clarification. The design of the
interview simulator relies on a RE concept model. There are
several RE model proposals, e.g., Sutcliffe and Maiden [27,
Fig. 9], Diamantopoulos et al., [28, Fig. 2], the FRISCO
Report [29], etc. We have not chosen anyone yet; the most
appropriate model will surface along with the research work.

We have defined a basic RE concept model, which will be
extended in later research cycles. This model contains three
concepts: goals, tasks and users, along with two rela-
tionships (tasks operationalize goals and users
perfom task). This RE concept model can be seen as an
L1-model based on a L0-model (meta-model) with just two
components: classes and relationships. Our RE model can be
easily implemented in many tools (such as the Knowledge
Studio, see next cycle), and formalized using a variety of
lenguages, e.g., TELOS [30].

The features were implemented using the Watson Assistant,
Watson Discovery, and IBM Cloud functions. Watson Assis-
tant provides support to identify the interviewee’s intents and
the cloud function runs queries on the discovery service. The
discovery service returns the information related to user intent,
due to its ability to assign meaning to text documents.

The first cycle’s proof of concept was evaluated using
Expert evaluation. The second author played this role. The

first version of the simulator received extensive criticism. The
expert raised issues about the definition of almost all intents,
the usage of entities (see the technical details in the sections
below), and the analysis of the SRS document. The feedback
comments were addressed in the next cycle.

2) Second research cycle: This cycle aimed at making
the assistant more robust; thus, we didn’t introduce new
features but improve the current ones. The main lines of
action were the introduction of Watson Knowledge Studio
and its machine learning model. The model was deployed on
Watson Discovery. The Assistant and the Cloud functions were
updated to accommodate the changes.

Similarly, the second cycle was evaluated using expert
analysis and feedback was recorded to be incorporated in the
third cycle. The main issues raised by the expert were: (1)
incomplete responses, (2) the appearance of irrelevant text in
the responses, (3) issues related to naming conventions, and
errors in the definition of entities.

3) Third research cycle: The third cycle is focused on
adding more intents and improving the performance of the ma-
chine learning model with the use of a bigger training dataset.
To speed up the annotation process for model training and
reduce the human annotator workload, we created a domain-
specific dictionary for each entity type (goals, tasks, etc.).
Dictionaries are equivalent to L2-models, that is, instances of
the L1-model (the RE concept model) which contains domain-
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specific concepts. This third cycle is evaluated in section V.

B. Simulator architecture

Fig. 2 depicts the interview simulator architecture. The user
initiates the conversation and interacts with the simulator using
the provided web interface (arrow labeled as ”2”). The Watson
Assistant collects the inputs (arrow ”3”) and identifies the
intent. For instance, when the user enters the question:

What are the system goals? (1)

the Watson Assistant recognizes the question due to exam-
ples provided previously, and identifies that the requirements
engineer wants to find out about system #goals.

When an intent is identified, the corresponding information
is retrieved. However, the information about the RE concepts
is not readily available to the Assistant yet. As indicated
before, such information is represented as a regular IEEE-
Std-830 requirements specification (”target SRS”), usually in
PDF format. The information should be extracted by Watson
from this document (the SRS is available in this link). This is
possible thanks to the Watson Discovery service’s document
understanding technology.

Information extraction is triggered by the Watson Assistant
using IBM Cloud functions (arrows ”4” and ”5”). In the case
of the question 1, the answer provided by the simulator is:

The goal of this project is

developing a system capable

to manage the displayed contents

over the Internet, so that an

administrator may make changes

from anywhere.

Typos and syntactic errors (e.g., The goal of this
project is developing instead of The goal of
this project is to develop) appear because the
”target SRS” contains such an error. Fixing the specification
would fix the answer.

Watson Discovery’s ability to understand complex docu-
ments such as SRSs is limited. To help Discovery in this
task, we have implemented the RE concept model (L1) in
Knowledge Studio. The implementation is straightforward
because Knowledge Studio’s model is similar to our L0 model.

Fig. 3 shows how Knowledge Studio works. We have to
annotate domain-specific documents (”training data”) accord-
ing to the RE concept model, and the AI generalizes to
new documents. More elaborated operations, like k-fold cross-
validations, can be performed in this environment. To ease
annotation, we have created a dictionary containing domain-
specific concepts (about the ”target SRS” problem domain).

The machine learning model trained in Knowledge Studio
was deployed to Watson Discovery (arrow ”1”). The features
of the simulator do not change with this trained model.
However, Discovery’s abilities to uncover the right information
are greatly improved.

The third cycle proof-of-concept is live at https://ibm.co/
2MgoGDa. Future versions will be deployed in different URLs
to maintain traceability between research cycles and artifacts.

C. Simulator implementation

We provide some further technical details in this section
about the simulator implementation.

1) The Watson assistant: The Watson Assistant consists of
intents, entities, and dialogues. The purpose of these compo-
nents is:

• Intents: Intents are purposes or goals that identify which
action is required from the assistant.

• Entities: Entities are like nouns that represent information
in the user input that is relevant to the user’s purpose.

• Dialogues: The dialogues are used to interact with the
user. They provides relevant response to the user based
on the identified intent or context from application.

We have used the following intents, entities, and dialogues
during the implementation:

• Intents: We have created six intents (so far): #goal,
#users, #tasks, #constraints, #benefit, and
#integration. Moreover, to identify intents, Watson
needs to have some ”user examples”. User examples are
domain-specific questions that will be asked from the
assistant in different ways. We have provided Watson
the examples using the context-free questions using our
common sense and guidelines proposed by [32], [8].

• Entities: Similarly, entities have been created for each
intent and have been used for annotation of the user
examples.Some examples are: user, goal, system,
constraint, etc.

• Dialogues: The Assistant consists of multiple dialogues
for interacting with users. Depending on user input and
intent identification, a dialog will be executed. For in-
stance, the goal dialog will be executed if the #goal
intent is identified. Once a dialogue is invoked, a query
to Discovery will be sent using a Cloud function, and
the results received from Discovery will be shown to the
user, as described in section IV-B.

2) Knowledge studio: The training process includes the
identification of entities, co-references, and relationships of
interest in documents. We have collected the documents de-
scribing four systems related to displays (i.e display manage-
ment systems). The process of creating a machine learning
model in the Knowledge Studio is:

1) We define the model (in Watson’s terms, the ”type
system”) using the entity and relationship concepts.

2) We upload the training data set and match words with
the model concepts. For example, the real-world thing
”writer” is annotated as a ”user” entity. ”Writer creates
scenes” would be annotated a two entities (”writer” and
”scene”) and one relationship ”create”). The annotated
documents represent the ”ground truth”.

3) The Knowledge Studio uses the ground truth to train the
model.
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Fig. 2. Chatbot Architecture (following [31]).

Fig. 3. Knowledge Studio’s annotation screen.

3) Discovery service: The discovery service contains the
”target SRS”. The ”target SRS” is also annotated, but anno-
tation does not require much effort. Once the document is
uploaded, it is only necessary to identify the document head-
ings. The document is thus broken down into sub-parts that
can be automatically processed by Discovery’s AI. The model
trained in Knowledge Studio was deployed into Discovery (it
is a built-in feature) for better text recognition.

4) Cloud functions: Our prototype uses node.js -based
IBM cloud functions. Cloud functions behave as an API to

send/receive requests. In our case, Watson Assistant makes
requests to the API, and the API responds after querying on
Watson Discovery.

V. CHATBOT EVALUATION

In the first and second research cycles, we have used Expert
evaluation as recommended by Kitchenham et al. [33]. In this
section, we will describe the evaluation conducted during the
third cycle, where the expert has been replaced by a student.
This represents an intermediate step towards the application
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of more formal evaluation procedures. The open character of
the feedback provided by the expert has been limited in the
case of the student evaluation. Instead of submitting his/her
opinion, the student fills out two surveys:

• Conversation survey: https://bit.ly/3gcQOVt
• Opinion survey: https://bit.ly/3e7LgcR
The student was selected by convenience. He is a first-year

MSc student with the Universidad Politécnica de Madrid. He
has taken a Requirements Engineering course in the semester
previous to this evaluation, including (short) interview training.

To facilitate the process of evaluation, context-free questions
were given to the student. The simulator-student conversation
lasted 5 minutes approximately. After interacting with the
simulator, the student was asked to fill the surveys.

The first survey aims to assess the degree to which the
student has acquired knowledge about the future software
system during the interaction with the simulator. This survey
contains sentences, e.g., The system shall allow the upload of
new content, that are either true or false. The student was able
to answer almost all (9 out of 10) questions correctly. This
result shall be taken with obvious caution due that (1) just
one student participated in the evaluation and (2) the Display
Management System is a rather simple system.

The second survey collects the student’s impressions re-
garding the interaction with the simulator (not the knowledge
acquired). The responses are given on a 5-point Likert scale.
Quite not surprisingly, the simulator has received a very
good rating (most of the responses are 4’s and 5s’). Further
evaluation efforts are necessary.

Both surveys include one open-ended question. The student
suggested that the simulator should answer questions more
precisely; in the current version, all information related to one
user intent is displayed at once. The simulator should also
provide support for clarification questions. Student suggestions
have been recorded and will be incorporated in the next cycles.
Most of the suggestions match our future work; hence the
research project will not experience changes in the short term.

VI. THREATS TO VALIDITY

The threats to validity are described according to Runeson
et al. [34, p. 71 – 73], whom in turn are based on Yin’s seminal
work [35]. There are four types of validity: (1) Construct
validity, (2) internal validity, (3) external validity, and (4)
reliability.

A. Construct validity

Construct validity refers to the degree of concordance
between the researchers’ perspective and the objective reality
of the phenomenon under study. This threat mainly impacts the
instruments used to measure the effectiveness of the interview
simulator, such as the surveys described in section V. The
mitigation strategy is provided by the cyclical arrangement
of the Design Science methodology. The instruments are
examined after each cycle using open interviews with study
participants, and improvements are introduced before the next
cycle.

B. Internal validity

Internal validity refers to incorrectly assign correlations to
the category of causal relationships. This threat operates in the
achievement of goals 1-3, i.e., pretending that the engineer-
simulator conversation is a ”natural” conversation when it is
not. The mitigation strategy rests on increasing the involve-
ment of RE students and instructors in the evaluations of the
proofs of concept. Cycles 1-2 use expert evaluation, cycles 3-
4 student surveys and cycles 5-6 small-size experiments with
students and instructors. The simulator will be used during
one semester in a master-level RE course. The number and
diversity of checks increase our confidence in the simulator’s
capabilities.

C. External validity

External validity aims that the simulator will work in
contexts different from the one where it has been initially
designed. This threat operates in two directions:

• The interview simulator applies to different problem
domains. The modular structure of the simulator (Knowl-
edge studio, Discovery) supports defining requirements
problems in different domains. One research cycle has
been specifically devoted to testing the simulator in
different domains.

• The design theory (goal 4) enables the creation of
new simulators, probably using different elicitation tech-
niques. Unfortunately, this research will not be able to
address this threat. We plan to open the simulator code
to the community as soon as the 1-semester live test has
finished (March 2021) with satisfactory results. External
replication will be possible since then.

D. Reliability

Reliability seeks that our research is described with enough
detail to enable replication by external researchers. In this
regard, the minute detail of the research is publicly available
(see footnote 1). The simulator code will be publicly available
in March 2021.

VII. CONCLUSION AND FUTURE RESEARCH

The research goals that we have stated at the beginning
of this paper have not been achieved yet; this paper reports
work in progress. However, we have obtained some significant
results that will be extended before the project end:

• The interview simulator understands context-free ques-
tions, retrieving the right information. It also has some
basic social abilities, and the capacity to recognize the
context, e.g., provide information about goals without the
questions explicitly mention them.

• The simulator’s knowledge base has been defined at 3
levels: (1) L0, i.e., classes and relationships, (2) L1,
containing RE-related concepts, and (3) L2, including
domain-specific concepts. This knowledge base is easy
to implement in Watson using the Knowledge Studio and
Assistant services.
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• Likewise, the knowledge base is easy to formalize using
RE languages, e.g., TELOS [30]. This is the starting point
to elaborate on a design theory for the construction of REl
assistants, e.g., for different elicitation techniques such as
surveys.

• The modular structure of the knowledge base leverages
the simulator’s ability to maintain conversations in differ-
ent domains. Code changes will not be likely required.

The forthcoming research cycles will address the following
requirements:

• Cycle 4: Provide partial instead of complete information
to the requirements engineer.

• Cycle 5: Improve the conversation abilities, allowing
the interview simulator to understand engineers’ meta-
questions, such as ”is there anything else”, ”am I correct”,
or summaries.

• Cycle 6: Introduce natural language pitfalls, e.g., ambi-
guity, incompleteness, etc.

• Cycle 7: Apply the interview simulator to different prob-
lem domains.

The interview simulator will be tested in a real RE course
in the academic year 2020-2021. Once it proves effective in
the classroom, it will be opened to the RE community for free
use and improvement.
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E. OPINION SURVEY FOR THIRD CYCLE

E Opinion Survey for third cycle

The following survey form has been used during the evaluation of the third cycle; below
we show the results of the opinion survey.
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1h2QbnWccM_Lnx_obE0TIymFqw_G_SNNJVlsNQJk8MAk/edit#response=ACYDBNgFqWrtFJy2XsRZYEOsihLp7lq… 1/2

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

Interview Simulator Evaluation
This form is used for evaluation of AI based Chatbot that simulates the interview for Novice Requirements 
Engineers.

The Chatbot offered convincing and natural interaction. *

The Chatbot was able to answer questions correctly. *

Learning about interview skills using Chatbot was fun. *
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1h2QbnWccM_Lnx_obE0TIymFqw_G_SNNJVlsNQJk8MAk/edit#response=ACYDBNgFqWrtFJy2XsRZYEOsihLp7lq… 2/2

1 2 3 4 5

1 2 3 4 5

It was a good experience. but it needs improvement like short answers, summaries, maybe conversation 
tone requires changes like natural conversation.

This content is neither created nor endorsed by Google.

It was easy to use and understand. *

I think Chatbot will be helpful in gaining interview skills. *

What's your opinion about the interaction with the simulator.

 Forms
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F. CONVERSATION SURVEY FOR THIRD CYCLE

F Conversation Survey for third cycle

In addition to the opinion survey the following survey form also has been used during
the evaluation of the third cycle; below we show the results of the conversational survey.
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1EAja6Y0DzFCC3vuPB0u6Ok9t9QBqxe_gdzkYCGMWw2Q/edit#response=ACYDBNi5pcd95PCbxxKovw1jsSrq6hh3… 1/3

True

False

True

False

True

False

Interview Simulator Evaluation
This is the second evaluation form used for AI based simulator. 
In order to fill the form candidates are requested to use and understand the simulator answers carefully. 
Questions are related to the concepts learned with the assistant. For instance, goals, tasks, users, and 
constraints of the system. 

Based on your understanding of display management system specification after using simulator, decide 
whether the given statements are True or False.

The system shall allow the upload of new content. *

The system shall not reveal the status of each panel. *

Default language of system should be "Spanish" *
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1EAja6Y0DzFCC3vuPB0u6Ok9t9QBqxe_gdzkYCGMWw2Q/edit#response=ACYDBNi5pcd95PCbxxKovw1jsSrq6hh3… 2/3

True

False

True

False

Ture

False

Ture

False

System should provides support for "Italian "language as well. *

The goal of this project is to develop a system capable to manage the displayed contents over
the Internet. *

The system shall allow the preview of playlists. *

The uploaded content may be PDF. *
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1EAja6Y0DzFCC3vuPB0u6Ok9t9QBqxe_gdzkYCGMWw2Q/edit#response=ACYDBNi5pcd95PCbxxKovw1jsSrq6hh3… 3/3

True

False

True

False

True

False

The simulator response was very good. Simulator gave answers to all questions somehow relevant but 
requirements listed were too long for each question. The simulator should provide answers to question with 
precise answers. Moreover, it should also provide support to questions related to clarification.

This content is neither created nor endorsed by Google.

Writer can upload contents, but cannot delete existing ones. *

One of the goal of system is to help students to manage their workload.

"Supervisor" can not review the notice boards content. *

What's your opinion about the information that the simulators gave.

 Forms
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G. OPINION SURVEY FOR FOURTH CYCLE

G Opinion Survey for fourth cycle

The following survey form has been used during the evaluation of the fourth cycle;
below we show the results of the opinion survey.
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1pry6SAi8FnfJJuu0ar9eTN3mIDwhJzY5Pytc-YYz-bM/viewanalytics 1/3

The Chatbot offered convincing and natural interaction.

3 responses

The Chatbot was able to answer questions correctly.

3 responses

Interview Simulator Evaluation
3 responses

Publish analytics

1 2 3 4 5
0.00

0.25

0.50

0.75

1.00

0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%)

1 (33.3%) 1 (33.3%) 1 (33.3%)

1 2 3 4 5
0

1

2

3

0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%)

3 (100%)

0 (0%)0 (0%)0 (0%)
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1pry6SAi8FnfJJuu0ar9eTN3mIDwhJzY5Pytc-YYz-bM/viewanalytics 2/3

Learning about interview skills using Chatbot was fun.

3 responses

It was easy to use and understand.

3 responses

1 2 3 4 5
0

1

2

3

0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%)

3 (100%)

1 2 3 4 5
0

1

2

0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%)

2 (66.7%)

1 (33.3%)

0 (0%)0 (0%)0 (0%)
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1pry6SAi8FnfJJuu0ar9eTN3mIDwhJzY5Pytc-YYz-bM/viewanalytics 3/3

I think Chatbot will be helpful in gaining interview skills.

3 responses

What's your opinion about the interaction with the simulator.

3 responses

interaction was limited it should have support to ask question such as more info about
specific task, and maybe summary at the end of conversation, so that user can see it at
one place rather scrolling.

It is my second time with this tool and i have seen many improvements like (simulator
highlighted the important words and this time the answers were not so long ). But still, it
needs improvement like simulator including irrelevant words in answers.

The simulator is user friendly and provides all the answers in an integrated way. The
question was defined in precise manner. Satisfied in using this simulator.

This content is neither created nor endorsed by Google. Report Abuse - Terms of Service - Privacy Policy

1 2 3 4 5
0

1

2

0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%)

1 (33.3%)

2 (66.7%)

 Forms
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H. CONVERSATION SURVEY FOR FOURTH CYCLE

H Conversation Survey for fourth cycle

In addition to the opinion survey the following survey form also has been used during
the evaluation of the fourth cycle; below we show the results of the conversational
survey.
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1whXK6PMBeDO8eu9MNXsASBUJRoUHxh9SNR0cPyDWYzk/viewanalytics 1/6

Notice boards are used for displaying information such as ads, institutional
information, etc.

3 responses

Access to system is possible using e-mail address and password .

3 responses

Interview Simulator Evaluation
3 responses

Publish analytics

True
False

100%

True
False

100%
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1whXK6PMBeDO8eu9MNXsASBUJRoUHxh9SNR0cPyDWYzk/viewanalytics 2/6

Notice boards display the images and videos stored in a GB internal hard
disk drive.

3 responses

The system shall not reveal the status of each panel.

3 responses

True
False

100%

True
False

100%
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1whXK6PMBeDO8eu9MNXsASBUJRoUHxh9SNR0cPyDWYzk/viewanalytics 3/6

Default language of system should be "Spanish"

3 responses

System should provides support for "Italian "language as well.

3 responses

True
False

100%

True
False

66.7%

33.3%
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1whXK6PMBeDO8eu9MNXsASBUJRoUHxh9SNR0cPyDWYzk/viewanalytics 4/6

The goal of this project is to develop a system capable to manage the
displayed contents over the Internet.

3 responses

The system shall allow the preview of playlists.

3 responses

True
False

100%

Ture
False

33.3%

66.7%
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1whXK6PMBeDO8eu9MNXsASBUJRoUHxh9SNR0cPyDWYzk/viewanalytics 5/6

The uploaded content may be PDF.

3 responses

Writer can upload contents, but cannot delete existing ones.

3 responses

One of the goal of system is to help students to manage their workload.

3 responses

Ture
False

100%

True
False

66.7%

33.3%

True
False

100%
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1whXK6PMBeDO8eu9MNXsASBUJRoUHxh9SNR0cPyDWYzk/viewanalytics 6/6

"Supervisor" can not review the notice boards content.

3 responses

What's your opinion about the information, simulator provides related to system
requirements.

3 responses

The simulator provides brief and straight related to question. It focuses on Images and
videos that are stored in the monitors also tell the procedure of storage.

well, overall info was fine but there should be support to ask question like more
information about tasks or goals..and maybe detail about specific feature

Some time simulator highlights the irrelevant words e.g. (Contain and simulator just
highlighted "on" inside this contain). Moreover, In some answers simulator include
irrelevant words which are not appropriate for a particular question

This content is neither created nor endorsed by Google. Report Abuse - Terms of Service - Privacy Policy

True
False

66.7%

33.3%

 Forms
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I. STUDENTS SRSS

I Students SRSs

The following SRSs have been created by students during the evaluation of a simulator
in the fifth cycle.
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7/6/2020 Chatbot-Interview Simulator

https://docs.google.com/forms/d/1qrGnvrA-pQSZl0ld4xtymvZugikVcHmayc7qQWeQvyw/edit#responses 1/6

Currently, notice boards do not have any management software to administer the displayed contents. Images and videos are stored in the monitors using a 
procedure similar to digital photo frames. The goal of this project is developing a system capable to manage the displayed contents over the Internet, so 
that an administrator may make changes from anywhere.

User characteristics: There are user types: • Administrator: They can access the system with no restriction. Writer: They can upload contents, but cannot 
delete existing ones. • Supervisor: They can review the notice boards’ contents, but cannot manage them (they cannot add, modify or remove images or 
videos)

SRS: Display management system Introduction Purpose: Define the requirements of the Display Management System (DMS). This system will operate the 
electronic notice boards installed at the School of Computer Science. 
 
The system shall allow the creation, edition and deletion of playlists, so that downloaded videos can be included in certain playlists. It will also be possible 
to change the order of videos in a playlist. 
 
It also will show whether the panels have correctly received the contents that have been sent to them. The system shall report the disk capacity used and 
left, both in the panel’s disks and the application server’s disk. 
 
Offline playlists contain videos that are stored on the system but not displayed on the panels. The system shall allow the preview of playlists. The system 
shall allow the removal of material. Content will be removed from both notice boards’ disks and the application server’s disk. 
 
The system shall allow the recording and management of users who can access the application via a login and different levels of privileges. Access will be 
through e-mail address and password. 
 
Access will be through e-mail address and password. The system shall allow the upload of new content. The contents may be images, videos and Flash 
animations. Uploaded new content must be associated with a title, description, some tags, duration, date of activation and expiration date.

The system shall meet W Web design standards. The system shall comply with the corporate image of the School of Computer Science. The application 
shall be available in English and Spanish. The default language is Spanish. 
 
The system shall communicate with the panels through the Internet using each panel’s IP or their broadcast IP. The system shall be accessible and usable. 
The system shall meet W Web design standards. 
 

Chatbot-Interview Simulator
This form is used to create Software Requirements Specification (SRS) for Display Management System using AI-based interview simulator. This form is 
aimed at novice requirements engineers,  SRS is based on IEEE-830 format. Data will be used for the evaluation of system. Please provide as much detail 
as possible.

Purpose of System *

User Characteristics *

Functional Requirements of System *

Non-Functional Requirements of System *
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7/6/2020 Chatbot-Interview Simulator

https://docs.google.com/forms/d/1qrGnvrA-pQSZl0ld4xtymvZugikVcHmayc7qQWeQvyw/edit#responses 2/6

Product perspective: Notice boards display the images and videos stored in a GB internal hard disk drive. Images and videos can be transferred through a 
USB or Firewire ports. SD cards can also be used. Monitors have Gbps Ethernet network connection and Wi-Fi.

Notice boards are ’ LCD monitors displaying information (ads, institutional information, etc.) using photo or video formats. Currently, notice boards do not 
have any management software to administer the displayed contents. Images and videos are stored in the monitors using a procedure similar to digital 
photo frames.

I am using the system for the third time this time system is much improved and this time I didn't notice any issue.e.

1 2 3 4 5

Yes

No

Maybe

This content is neither created nor endorsed by Google.

Any integration with other systems

Any benefits provided by system

Anything else

Feedback: (1) Any issues you noticed while interacting with the system. (2) Any suggestions. *

Based on your interaction with system , how will you rate the system from 1 to 5 (5 being best)? *

Will you recommend your colleagues to use our system for acquiring requirements elicitation skills? *

 Forms
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7/6/2020 Chatbot-Interview Simulator

https://docs.google.com/forms/d/1qrGnvrA-pQSZl0ld4xtymvZugikVcHmayc7qQWeQvyw/edit#responses 3/6

The goal of this project is developing a system capable to manage the displayed contents over the Internet, so that an administrator may make changes 
from anywhere. Images and videos are stored in the monitors using a procedure similar to digital photo frames.

User characteristics: There are user types: • Administrator: They can access the system with no restriction. Writer: They can upload contents, but cannot 
delete existing ones. • Supervisor: They can review the notice boards’ contents, but cannot manage them (they cannot add, modify or remove images or 
videos).

FN-1: The system shall allow the creation, edition and deletion of playlists, so that downloaded videos can be included in certain playlists. It will also be 
possible to change the order of videos in a playlist.                                                                                                              
FN-2: Access will be through e-mail address and password. The system shall allow the upload of new content. The contents may be images, videos and 
Flash animations. Uploaded new content must be associated with a title, description, some tags, duration, date of activation and expiration date.                           
FN-3: The system shall allow the edition of the characteristics of a newly uploaded content, that is, you can modify the title, description, tags, activation 
date and expiration. The system shall allow the creation, edition and deletion of playlists, so that downloaded videos can be included in certain playlists.             
FN-4: It will also be possible to change the order of videos in a playlist. The system shall manage the state of playlists. A playlist can be "online" or "offline." 
Online playlists are sent to monitors to display videos. Offline playlists contain videos that are stored on the system but not displayed on the panels. 
FN-5: It also will show whether the panels have correctly received the contents that have been sent to them. The system shall report the disk capacity used 
and left, both in the panel’s disks and the application server’s disk.

NFR-1: The system shall communicate with the panels through the Internet using each panel’s IP or their broadcast IP. The system shall be accessible and 
usable. The system shall meet W Web design standards. 
NFR-2: The system shall meet W Web design standards. The system shall comply with the corporate image of the School of Computer Science. The 
application shall be available in English and Spanish. The default language is Spanish. 
NFR-3: The system shall allow the recording and management of users who can access the application via a login and different levels of privileges. Access 
will be through e-mail address and password. The system shall allow the upload of new content.

Product perspective: Notice boards display the images and videos stored in a GB internal hard disk drive. Images and videos can be transferred through a 
USB or Firewire ports. SD cards can also be used. Monitors have Gbps Ethernet network connection and Wi-Fi.

Chatbot-Interview Simulator
This form is used to create Software Requirements Specification (SRS) for Display Management System using AI-based interview simulator. This form is 
aimed at novice requirements engineers,  SRS is based on IEEE-830 format. Data will be used for the evaluation of system. Please provide as much detail 
as possible.

Purpose of System *

User Characteristics *

Functional Requirements of System *

Non-Functional Requirements of System *

Any integration with other systems
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7/6/2020 Chatbot-Interview Simulator

https://docs.google.com/forms/d/1qrGnvrA-pQSZl0ld4xtymvZugikVcHmayc7qQWeQvyw/edit#responses 4/6

Notice boards are ’ LCD monitors displaying information (ads, institutional information, etc.) using photo or video formats. Currently, notice boards do not 
have any management software to administer the displayed contents. Images and videos are stored in the monitors using a procedure similar to digital 
photo frames.

This system will operate the electronic notice boards installed at the School of Computer Science. Notice boards are ’ LCD monitors displaying information 
(ads, institutional information, etc.) using photo or video formats. Currently, notice boards do not have any management software to administer the 
displayed contents.

IBM Watson Assistant is an interactive AI simulator and provide relevant answers in various scenarios.

1 2 3 4 5

Yes

No

Maybe

This content is neither created nor endorsed by Google.

Any benefits provided by system

Anything else

Feedback: (1) Any issues you noticed while interacting with the system. (2) Any suggestions. *

Based on your interaction with system , how will you rate the system from 1 to 5 (5 being best)? *

Will you recommend your colleagues to use our system for acquiring requirements elicitation skills? *

 Forms
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7/6/2020 Chatbot-Interview Simulator

https://docs.google.com/forms/d/1qrGnvrA-pQSZl0ld4xtymvZugikVcHmayc7qQWeQvyw/edit#responses 5/6

Currently, notice boards do not have any management software to administer the displayed contents. Images and videos are stored in the monitors using a 
procedure similar to digital photo frames. The goal of this project is developing a system capable to manage the displayed contents over the Internet, so 
that an administrator may make changes from anywhere.

User characteristics: There are user types: • Administrator: They can access the system with no restriction. Writer: They can upload contents, but cannot 
delete existing ones. • Supervisor: They can review the notice boards’ contents, but cannot manage them (they cannot add, modify or remove images or 
videos).

It also will show whether the panels have correctly received the contents that have been sent to them. The system shall report the disk capacity used and 
left, both in the panel’s disks and the application server’s disk. 
 
Access will be through e-mail address and password. The system shall allow the upload of new content. The contents may be images, videos and Flash 
animations. Uploaded new content must be associated with a title, description, some tags, duration, date of activation and expiration date. 
 
Content will be removed from both notice boards’ disks and the application server’s disk. The system shall reveal the status of each panel, ie: if it is 
running, online, or if for any reason it is down or unreachable. It also will show whether the panels have correctly received the contents that have been sent 
to them. 
 
Offline playlists contain videos that are stored on the system but not displayed on the panels. The system shall allow the preview of playlists. The system 
shall allow the removal of material. Content will be removed from both notice boards’ disks and the application server’s disk.

The system shall meet W Web design standards. The system shall comply with the corporate image of the School of Computer Science. The application 
shall be available in English and Spanish. The default language is Spanish. 
 
The system shall communicate with the panels through the Internet using each panel’s IP or their broadcast IP. The system shall be accessible and usable. 
The system shall meet W Web design standards. 

Product perspective: Notice boards display the images and videos stored in a GB internal hard disk drive. Images and videos can be transferred through a 
USB or Firewire ports. SD cards can also be used. Monitors have Gbps Ethernet network connection and Wi-Fi.

Chatbot-Interview Simulator
This form is used to create Software Requirements Specification (SRS) for Display Management System using AI-based interview simulator. This form is 
aimed at novice requirements engineers,  SRS is based on IEEE-830 format. Data will be used for the evaluation of system. Please provide as much detail 
as possible.

Purpose of System *

User Characteristics *

Functional Requirements of System *

Non-Functional Requirements of System *

Any integration with other systems
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7/6/2020 Chatbot-Interview Simulator

https://docs.google.com/forms/d/1qrGnvrA-pQSZl0ld4xtymvZugikVcHmayc7qQWeQvyw/edit#responses 6/6

Notice boards are ’ LCD monitors displaying information (ads, institutional information, etc.) using photo or video formats. Currently, notice boards do not 
have any management software to administer the displayed contents. Images and videos are stored in the monitors using a procedure similar to digital 
photo frames.

Seems to be no issue with system , in my opinion system should have some sort ambiguity in answers in real life interviews answers are always ambiguous 
somewhat.It will make interviewee to ask same question again and verify it.

1 2 3 4 5

Yes

No

Maybe

This content is neither created nor endorsed by Google.

Any benefits provided by system

Anything else

Feedback: (1) Any issues you noticed while interacting with the system. (2) Any suggestions. *

Based on your interaction with system , how will you rate the system from 1 to 5 (5 being best)? *

Will you recommend your colleagues to use our system for acquiring requirements elicitation skills? *

 Forms
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J. OPINION SURVEY FOR SIXTH CYCLE

J Opinion Survey for sixth cycle

The following survey form has been used during the evaluation of the final cycle; below
we show the results of the opinion survey.
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1GuOYXaVNG3-t3kaBRUhN8hXcrX576yKeEV3KA3bc6BA/viewanalytics 1/4

The Chatbot offered convincing and natural interaction.

5 responses

The Chatbot was able to answer questions correctly.

5 responses

Interview Simulator Evaluation
5 responses

Publish analytics

1 2 3 4 5
0

1

2

3

0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%)

2 (40%)

3 (60%)

1 2 3 4 5
0

1

2

3

4

0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%)
1 (20%)

4 (80%)
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1GuOYXaVNG3-t3kaBRUhN8hXcrX576yKeEV3KA3bc6BA/viewanalytics 2/4

Learning about interview skills using Chatbot was fun.

5 responses

It was easy to use and understand.

5 responses

1 2 3 4 5
0

1

2

3

0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%)

2 (40%)

3 (60%)

1 2 3 4 5
0

1

2

3

0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%)

3 (60%)

2 (40%)
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1GuOYXaVNG3-t3kaBRUhN8hXcrX576yKeEV3KA3bc6BA/viewanalytics 3/4

I think Chatbot will be helpful in gaining interview skills.

5 responses

Based on your interaction with system , how will you rate the system from 1
to 5 (5 being best)?

5 responses

1 2 3 4 5
0

2

4

6

0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%)

5 (100%)

1 2 3 4 5
0

1

2

3

0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%)

2 (40%)

3 (60%)
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7/10/2020 Interview Simulator Evaluation

https://docs.google.com/forms/d/1GuOYXaVNG3-t3kaBRUhN8hXcrX576yKeEV3KA3bc6BA/viewanalytics 4/4

Will you recommend your colleagues to use our system for acquiring
requirements elicitation skills?

5 responses

This content is neither created nor endorsed by Google. Report Abuse - Terms of Service - Privacy Policy

1 2 3 4 5
0

2

4

6

0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%) 0 (0%)0 (0%)0 (0%)

5 (100%)

 Forms
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