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Abstract

In mobile computing systems the network configura-
tion changes due to node mobility. This paper identifies
the issues a group communication service has to take
winto account in order to handle node mobility. These
wnclude the need to identify the location of a node, and
the ability to cope with inaccuracies in the determi-
nation of a group membership. A multi-level archi-
tecture for group communication in mobile systems is
presented. This architecture contains a synchronous
proximity layer protocol to determine the set of mobile
nodes in the prorimity of a given node in the network.
This information is used by a three-round group mem-
bership protocol for construction of groups used by mo-
bile applications. As an erxample, the architecture is
specialized to solve the channel allocation problem.

1. Introduction

Several distributed applications require messages to
be sent to a group of nodes. The set of destinations may
change with time. Membership services may run on
top of the network and maintain dynamically changing
communication groups [1]. The application program,
running atop the membership service, only has to spec-
ify the name of the group to which a message is to be
delivered [2, 3]. The membership service maintains in-
formation about the nodes that belong to the group
and delivers the message to them. Thus, the applica-
tion 1s shielded from changes in groups. This promotes
modular design of distributed applications [2].

It has traditionally been assumed that, in the con-
text of a given application, a process belongs to a sin-
gle group at any instant of time [4]. Additions to a
group take place on the recovery of previously failed
processes. Deletions from a group take place on the
failure of previously operational processes. This system
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model for group membership is suitable for distributed
applications running on a set of nodes connected by a
reliable, usually fixed, wireline network in which link
failures and network partitions are rare. The Transis
project has dealt with membership services and group
communication in environments where the network it-
self may get partitioned due to node and link failures,
and nodes may operate for extended periods of time in
a disconnected mode [5].

However, in the context of mobile environments, we
need to consider additional aspects of group communi-
cation and this paper is an attempt in that direction.

First, group membership is affected not only by the
state of processes (operational or crashed) and links
(connected or disconnected), but also by the location
of the mobilenodes. For example, a police dispatch ser-
vice may wish to coordinate the actions of all non-busy
troop cars within a kilometer of a crime site. We will
describe a multi-level architecture for mobile systems
in which there is a prozimity layer between the group
membership layer and the underlying mobile network.

Second, given a node p, it is the job of the proximity
layer to determine the nodes in the vicinity of node p.
Extending the troop car example, the proximity layer
identifies all the cars within the specified distance. For
this purpose proximity layer messages may have to be
location stamped as well as time stamped.! Note that
not all nodes in the vicinity of p, as determined by the
proxmity layer, may become members of the group.

Third, we need to address the fact that a node may
simultaneously belong to multiple groups. For example,
a particular troop car may be within one kilometer of
two different crime locations.

Fourth, mobility of nodes can inject some inaccuracy
in determining group membership. This inaccuracy, if
not avoided or restricted, could lead to a violation of
the safety requirement of a mobile application.

Some of the mobility related issues for group mem-

ILocation stamping a message would involve the message car-
rying location information of the sender at the time of sending
the message, just as time stamping corresponds to the message
carrying the sender’s clock value at the time of message send.



bership depend on the model of the mobile system. We
shall consider three models: (i) cellular, (ii) virtual cel-
lular, and (iii) the ad-hoc network models.

The paper is organized as follows: Section 2 de-
scribes the three models of mobile systems. Section 3
presents an overview of the group communication ar-
chitecture. Section 4 describes the proximity layer pro-
tocol. Section 5 discusses group communication and
membership service issues specific to each of the three
network models. It also presents a protocol for con-
structing groups in mobile systems. Section 6 enumer-
ates some of the properties of membership services in
mobile systems. Section 7 presents the conclusions.

2. System Model

We briefly describe three mobile network models in
increasing order of flexibility and decreasing order of
fixed wireline content.

2.1. Cdlular Network M odél

A cellular network covers a certain area that is di-
vided into possibly overlapping cells. Each cell has a
fixed base station (BS). The base stations are con-
nected to each other by a wireline network. Mobile
nodes (also referred to as mobile hosts or M Hs) can
move from one cell to another. An M H always com-
municates with other nodes in the system through the
base station of the cell in which it is present. In order
to do so, the M H needs to establish a wireless link with
its base station. If the communication partner is also
present in the same cell, the base station forwards the
message to the partner along another wireless link. If
the partner is present in another cell, the base station
forwards the message along the wireline backbone to
the base station of the partner’s cell. The backbone
network is also connected to the telephone network.

2.2. Virtual Cdlular Network Mod€

A virtual cellular network (VCN) is similar to the
cellular network, except for one major difference: the
base stations of a VC'N are also mobile. The inter-base
station links are also wireless. The mobile base sta-
tions continue to coordinate the activities of the M Hs
in their vicinity. However, unlike cellular networks, the
graph of mobile base stations changes with time. As a
result, several distributed algorithms that work for cel-
lular networks cease to perform correctly. VU Ns may
be useful for tactical networks where mobile base sta-
tions may be installed on tanks, trucks, etc. Individual
soldiers would carry the mobile hosts.

2.3. Ad-hoc Network Model

In an ad-hoc network all nodes are alike and all are
mobile. There are no base stations to coordinate the

activities of subsets of nodes. Therefore, all the nodes
have to collectively make decisions. Due to mobility,
a node’s neighbourhood changes with time. As the
mobility of nodes may not be predictable, changes in
network topology over time are arbitrary. All commu-
nication is over wireless links. Ad-hoc networks are
suitable for tactical missions, emergency response op-
erations, electronic classroom networks, etc.

2.4. Network Connectivity

In a cellular network we assume that the wireline
backbone network never gets disconnected and all base
stations stay operational. As long as two M Hs are
operational and located in the coverage area, they can
reach each other. From a graph theoretic point of view,
the base stations are the internal nodes of a graph and
the M Hs are the leaves. Over time, the only changes
to the graph are the leaf node to internal node intercon-
nections. The subgraph comprising the internal nodes
remains unchanged.

In the VC'N model we assume that the mobile base
stations are always reachable from each other along
paths that consist exclusively of mobile base stations.?
Each M H is connected to some mobile base station.
However, the subgraph consisting of internal nodes
(mobile base stations) changes with time.

In an ad-hoc network two mobile nodes share a link
if they are within wireless range of each other. We as-
sume that a single or multiple wireless hop path exists
between every pair of mobile nodes. However, these
paths may change over time.

In all the three network models described above,
there is a possibility that a mobile node may move
out of range of all the other mobile nodes, thus be-
coming disconnected. Even when the network stays
connected and no nodes fail, mobile systems pose in-
teresting problems because the network configuration
may change. So, in subsequent discussions we address
the group membership issues assuming that the net-
work stays connected and there are no failures. As
wireless signals have a limited range, the presence of
a link implies that the separation between the nodes
sharing a link is upper bound by a distance value.?

3. The Protocol Stack

Entrusting the group membership protocol to also
determine network reconfigurations (due to node mo-
bility) will complicate the protocol. Therefore, we pro-
pose the architecture shown in Figure 1.

The prozimity layer protocol monitors changes in
network configuration using the medium access control

?We are developing solutions to coordinate movement of mo-
bile base stations while maintaining connectivity [6].

3We assume that a node always transmits at the same power
level. If nodes were allowed to change the power level, the upper
bound on link length would be determined by the maximum
power at which a node can ever transmit. Such a loose upper
bound would be of little use in several situations.
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Figure 1. Protocol stack for group communi-
cation in mobile systems.

(MAC) sublayer communication primitives over the un-
derlying mobile network. Given a node p and a distance
parameter 1), the proximity layer determines all nodes
within distance D of node p. The proximity layer de-
livers this information at regular intervals to the group
membership layer which can use the information to
determine group memberships. Group membership is
built by a protocol which runs only upon application
demand, and not necessarily at regular intervals.

4. The Proximity Layer

The proximity layer consists of a protocol that uses
services of the MAC sublayer to find all nodes at a
certain distance d from the mobile host.

The MAC sublayer provides point-to point commu-
nication and beacons. We assume that each mobile
node can successfully send a beacon once every t time
units. The value of ¢ will depend on: (i) the upper
bound on the number of mobile nodes that can be
present in the interference range of a node, and (ii)
the MAC sublayer protocol used to send beacons. A
beacon has a limited range and serves as an “I am
alive” message. Neighboring nodes that are within its
range can detect the presence of the mobile node even
when 1t 18 not involved in any application level message
exchange.

We define a connected wireless network as follows:

1. For every node x there exists a node y such that
distance(x,y) < d, where d is the range of the
beacon.

2. distance(p,q) < d = connected(p, q)

3. If connected(p,q) and connected(q,r) then
connected(p,r) for any p, ¢, r.

4. Tf for all p, ¢ in the set of nodes, connected(p, q)
then the network 1s said to be connected.

The D-proximity Test: The proximity layer proto-
col is run once every t' time units, where ¢ > ¢. We
assume that communication at the proximity layer 1s
synchronous and the one-way message communication
delay is bounded by %, 7.e., if a node is contending with

other nodes in its interference region to send a message
over a shared wireless channel it takes the node no
more than 7, time units to successfully send the mes-
sage. ALOHA protocols cannot guarantee such a de-
lay bound. So, collision-free protocols like the bit-map
protocol or binary countdown, or limited contention
protocols like adaptive tree walk [7] should be used.

The goal is to find all nodes within distance D
from a given node p. We assume that during a given
D-proximity test the separation between nodes may
change due to mobility, but the connectivity graph re-
mains unchanged with a very high probability. This
is because during the small time that a D-prozimity
test takes to run the distance that nodes can cover
is small. Each instance of a D-prozimity test can be
uniquely identified by the following tuple: (initiator_id,
timestamp, location stamp, D). Here, timestamp and
location stamp refer to the values of the initiator’s local
clock and location, respectively, at the time of starting
the D-prozimity test. * Let a node p initiate the D-
proximity test. Initially, the D-prozimity set of p only
contains p.

If D < d (the wireless range of a node), the proxim-
ity layer protocol at node p transmits a probe message
and waits for replies for a period of 2¢, + ¢, which
equals the round-trip proximity layer message delay.
Here, ¢, 1s the upper bound on the processing time re-
quired by a node before it can propagate or respond to
a D-prozimaty test message. All nodes within distance
d hear the probe and send their location stamped re-
ply. Note that no replies will be received after 2¢, +1,.
For each reply, node p computes its distance from the
node sending the reply (using the location stamp of
the reply). If the distance is no more than D, the node
sending the reply is added to the D-prozimity of p. Al-
ternatively, node p may just listen for location stamped
beacons for ¢ time units. Every node within distance
d 1s bound to emit a beacon during this period. The
D-prozimity set can be determined without having to
send any extra message.

If D > d, node p cannot directly reach all the nodes
in 1ts D-prozzmity with a single round of messages.
Therefore, the following multi-round synchronous al-
gorithm is executed. The algorithm entails flood-based
formation of a breadth first search (BFS) tree rooted
at the nitiator, and subsequent convergecast.

1. Initially, all nodes are unmarked, their parent
pointer is NULL and their child set is empty. Node
p, the initiator, sends a flood message to all nodes
within distance d. The message contains the 4-
tuple uniquely identifying the D-prozimaty test.

2. When a node receives its first flood message for a
particular D-prozimaty test, the node gets marked

4In 1994 the Federal Communications Commission (FccC
Docket No. 94-102) and the Telecommunication Industry As-
sociation set the goal of locating a cellular telephone to within
125 meters sixty seven percent of the time by October 2001.
Technology is already in development to be able to do so. This
endeavour coupled with the availability of global positioning sys-
tem (GPS) technology will enable location stamping.



and sets its parent pointer to the sender of this
message. This node also propagates the flood by
transmitting a message containing its own iden-
tity and its parent’s identity in addition to the 4-
tuple D-prozimity test identifier. If multiple flood
messages with the same 4-tuple arrive in the same
round at an unmarked node, one of them is arbi-
trarily selected while the others are ignored.

3. Having propagated the flood, a marked node ¢ lis-
tens for flood messages in the next round. All of
¢’s children will be propagating the flood message
in this round. If ¢ hears a message containing its
own identity in the parent field it adds the identity
of the message sender to its child set. Thus, one
round after getting marked as a node in the BFS
tree, a node knows all its children. If no child is
detected, the node realizes that it is a leaf in the
BFS tree and initiates a convergecast towards the
initiator of the D-proximity test.

4. During the convergecast, if a leaf node determines
that its distance from the initiator p is less than
or equal to D it sends a singleton set with its own
identity to its parent. Otherwise, the leaf node
sends an empty set to its parent. As the flood
messages always carry the location stamp of the
initiator p, computing distance from p is possible.

5. Once an internal node ¢ in the BFS tree has re-
ceived convergecast messages from all its children,
it determines its own distance from node p. If the
distance is greater than D, ¢ sends the union of the
sets received from its children to its parent. Oth-
erwise, ¢ also sends its own 1dentity along with the
union of sets received from the children.

6. Once p, the initiator, receives a convergecast mes-
sage from all its children, the union of the sets
received in the messages, along with itself, is the
set of nodes in its D-prozimity.

4.1. Accuracy of Proximity Test

During the execution of the D-prozimity test the sep-
aration between node p and other nodes may change
after those nodes send their convergecast message to
their respective parents. Therefore, there is a possi-
bility of some inaccuracy in the set returned by the
D-proximity test. Let the diameter of the network be
upper bound by diam. Then, the duration of the con-
vergecast phase is bound by diam x (t, +1t,). Let the
maximum admissible speed of a mobile node be s. Note
that the maximum admissible speed depends on the
underlying wireless network system, e.g. DECT, GSM,
PCS, ETACS. For example, in a DECT microcellu-
lar system s is less than 40 km/hours (approximately
11m/s). For GSM and PCS systems s is bounded by
maximum highway traffic speeds (about 50m/s).

Therefore, from the time ¢ sent its convergecast mes-
sage to the termination of the D-prozimity test, the
maximum change in separation between nodes p and
g is equal to 2s X diam X (tp +t,), and the maximum
change in separation during the entire D-prozimaty test

is twice that. Therefore, nodes that were within dis-
tance D — 4s x diam x (t, + ) of p at the start of
the test are definitely included in the set. Nodes that
were somewhere between D — 4s x diam x (tp, + t,)
and D units away from p at the start of the test and
were reported in the proximity set may have moved
out of D-proximity. Nodes that were not reported in
the proximity set and were somewhere between D and
D +4s x diam x (t, +1,) units away from p at the start
of the test may have moved into D-prozimity. If we
consider a metropolitan area network and node speeds
upper bound by highway traffic speeds the error is not
significant due to the following reasons: the diameter
of the network is of the order of tens of links and ¢, and
t, are fairly small values, typically few milliseconds.

Note that distance checking is done during the con-
vergecast phase, and not during the flood phase. If,
during the flood phase a node were to determine that
its distance from p was greater than D and stopped
propagating the flood message all nodes in the D-
proximity of the initiator may not be detected. This
error will be in addition to the small inaccuracy de-
scribed in the previous paragraph. For example, let
us consider Figure 2 representing the connectivity of
an ad-hoc network. Let the distance between adjacent
nodes be d — §, where ¢ is much smaller than d. Let
D = 3d. Therefore nodes that are in the D-prozimity
of node p are p itself, 1, 2, 3, 11, and 12. However,
if node 4 had stopped propagating the flood because
its distance from p 1s greater than D, nodes 11 and 12
would never get detected.

1 10 9 8 7

,,,,,,,,,,,,,,,,,,,,,,,,

p 1 2 3 4

Figure 2. An ad-hoc network configuration.

5. Group Membership Layer

For group membership purposes a cellular network
is similar to a wireline network if we assume that the
base stations can act as proxies for the M Hs in their
cells. Thus, the mobility of M Hs can be hidden. For
example, let us consider channel allocation for commu-
nication between an M H and its base station. If an
M H were to handle channel allocation it would need
to poll all the M Hs in its cell and neighbouring cells.
This set of nodes would constitute its group for chan-
nel allocation purposes. Due to the mobility of M Hs,
the group would change with time even in the absence
of node failure and disconnection. However, the job



can be simplified as follows. The task of channel al-
location is delegated to the base station. The base
station already knows the channels it is using to com-
municate with other M Hs in its cell. The base sta-
tion needs to communicate with the neighbouring base
stations to gather information about channel usage in
their cells. As this set of neighbouring base stations
never changes, group membership remains unchanged
when there are no base station failures or wireline link
disruptions. Thus, mobility of M Hs has no impact on
group communication for channel allocation. A distrib-
uted dynamic channel allocation algorithm that follows
this strategy has already been proposed in [§].

However, in a virtual cellular network a mobile base
station’s set of neighbouring counterparts changes with
time even when there is no failure. Similarly, in an ad-
hoc network the set of M Hs in the interference range
of a given M H changes over time. Hence, the set of
nodes that need to be probed is dynamic.

As communication between nodes participating in
group communication is not the same as the point-to-
point communication at the proximity layer, messages
may have finite but unpredictable delays. So, we model
group membership layer communication as timed asyn-
chronous [4].

5.1. Group Construction Protocol

Let us restrict our attention to group formation in
virtual cellular networks and ad-hoc networks. A group
formation initiated by a node p should return informa-
tion about all the nodes that are within a distance D of
the initiator and exhibit some desired characteristics.
Note that this 1s not the same as the D-proximity test
described earlier because every node within distance D
may not be a member of the group.

We describe a three round protocol that is based
on the three round protocol proposed by Cristian and
Schmuck [9]. As example applications, we specify how
a localized mutual exclusion or channel allocation al-
gorithm can be superimposed on it. We assume that
the initiator p knows a prior: of a superset of nodes
S, in the D-prozimity of p, which contains the group ¢
that p is trying to form. This information is provided
by the latest run of the proximity layer protocol. The
group construction protocol proceeds as follows:

1. Node p tentatively joins group ¢ and multicasts a
location stamped REQUEST message to the nodes
in set S. Then p waits for responses. Note that a
message may require multiple wireless hops on the
underlying network to reach its destination. So,
latency may be non-deterministic and significantly
greater than t,, the point-to-point proximity layer
delay. Hence, the assumption about timed asyn-
chronous communication at the group membership
layer.

2. Node ¢ € S does the following on receiving the
location stamped message from p:

(a) If ¢ is within the pre-specified distance of p
(equal to the interference range in the context
of channel allocation), determined by com-
paring ¢’s knowledge of its location with the
location stamp of the REQUEST, and some
correctness condition to be discussed later is
satisfied, ¢ sends an ACK to p along with the
set of channels it is using at that time for
communication (busyy). Node ¢ also tenta-
tively joins the group g¢.

(b) If ¢ is not within the pre-specified distance of
p, q sends a NACK to p.

3. On receiving an ACK or a NACK from every node
in set S, p sends a JOIN(g) message to all nodes
from which ACKs were received and adds them to
group g. Node p also joins the group. On receiving
the JOIN(g) message a node commits to joining
group g. The union of busy sets of the elements
of g denotes the set of channels being used within
interference range. So, p selects a channel that
does not belong to any busy set.’

4. During the execution of the first three steps of the
group membership protocol, the underlying prox-
imity layer protocol at p may return a set S’ # S
in the D-proximity of p. In such a situation:

(a) Ifnode r € S’— S, node p sends a REQUEST
to r and awailts 1ts response.

(b)y If r € S — 5" the ACK received from r is
discarded, JOIN(g) is not sent to r, and the
busy set received from r is ignored. If the
JOIN(g) message was already sent to r before
knowing about S’, only the busy set received
from r is discarded, but r continues to be in
the group g.

In a sense, Step 1 of the algorithm keeps running
until the end of Step 3. The channel allocation algo-
rithm terminates because there are a finite number of
nodes in the network.

The correctness condition mentioned in Step 2(a) of
the protocol depends on the algorithm being used to
ensure mutual exclusion or interference free access to
channels. If an ACK is sent immediately after receiving
a REQUEST, two neighbouring nodes may simultane-
ously enter the critical section or may start using the
same channel causing interference, respectively. There-
fore, as in the Ricart-Agrawala algorithm [10], ACKs
may be deferred based on the timestamps of the RE-
QUESTs. This is the policy employed in [§].

Therefore, if mutual exclusion or channel allocation
messages are to be piggybacked on the group construc-
tion messages the time to construct a group will be in-
fluenced by delays involved in application-specific mes-
sage communication. If group construction is to be em-
ployed to facilitate multiple applications, besides mu-
tual exclusion or channel allocation, such a delay may

5In the case of a localized mutual exclusion, p’s desire to enter
the critical section triggers the group formation and permission
from other processesin the vicinity can be piggybacked on ACKs.



Figure 3. Margin of safety of the non-
interference area of process p.

not be acceptable. In such situations, first group con-
struction will be performed: ACKs can be sent without
any delay and they do not carry the busy sets. Then
mutual exclusion or channel allocation messages will
be exchanged among nodes in the group.

Accuracy of Group Construction Protocol: As
in the D-proximity test, there could be some inaccuracy
in determining group membership due to the mobility
of nodes. This could lead to a violation of the safety
requirement of the application. For example, two chan-
nels could be allocated to two communication sessions
that are within each other’s interference range.

Let ¢’ be the interval between two successive deliver-
ies of the D-proximity set of p. The maximum distance
covered by p in an interval is ¢’ x s where s is the maxi-
mum admissible speed of p. Let the group construction
protocol use a D-proximity set S and terminate ¢ time
units before the next D-proximity set S’ is delivered,
where 4 is a very small value. Then, p could be using a
channel which is already allocated to process ¢, where
g € 5" and ¢ ¢ S. This problem arises as the channel
allocation algorithm runs on an old group membership.

To avoid this interference we could build a (D+D")—
proximity set and then try to achieve non-interference
in this group. Here D’ is the margin of safety. To
calculate D’ let us consider the worst case scenario de-
picted in Figure 3. During the execution of the group
construction protocol process p covers a maximum dis-
tance of t’ x 5. Let us consider a process g that proceeds
at the maximum speed s towards p, covering a distance
of t x s. In order to be safe the following inequality
must hold: 2 xt' x s+ D < D+ D’. Hence, D' must
be at least 2 x ¢’ X s as shown in Figure 3. Note that,
if we consider t' to be of the order of seconds, even in
the context of DECT microcellular system, D' is about
20 meters which is a quite small value compared to
the value of D which is of the order of a few hundred
meters.

Each process that was out of the (D+ D')-proximity
set at time ¢ will be also out of the non-interference
area of p with radius D at time " < ¢ +1', as shown in
Figure 3.

6. Discussion

6.1. Multiple Group Member ships of Nodes

It has been traditionally assumed that a node be-
longs to a single group at any point of time, with re-
spect to an application. However, such is not the case
in mobile systems. For a given distributed application
a node may belong to multiple groups simultaneously.
Consider part of a network of base stations of a cellular
network shown in Figure 4.

18
17 19
16 1 8
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15 9
\5\ /

14 3 10

13 11
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Figure 4. Base Station Connectivity in Cellular
Network

When base station 1 needs to allocate a channel for
communication with an M H in its cell, this base sta-
tion has to communicate with base stations 2 - 7, which
are in its co-channel interference range, to determine
the channels being used. Therefore, base stations 1 -
7 constitute a group. Similarly, when base station 2
needs to allocate a channel, its group consists of base
stations 1 - 3, 7 - 9, and 19. Thus, any base station is
a member of multiple groups. Multiple group member-
ship is not a significant issue in cellular networks be-
cause in a no failure condition all these groups remain
unchanged and can be computed a priori. However,
in the case of VC'N and ad-hoc networks the following
need to be determined:

1. What is the number of groups to which a node
belongs at a given point of time?

2. What is the membership of each group to which a
node belongs?

The impact of location on group membership is due
to the spatial reuse characteristics of resources in a
mobile environment. A wireless channel is a shared
resource. Allocating a channel to support a communi-
cation session while avoiding interference is akin to pro-
viding mutually exclusive access to the shared resource.
However, the same channel can be used simultaneously
to support multiple communication sessions provided
the sessions are separated by a certain distance. This
is analogous to having multiple instances of the same
resource present in the system with their availability
limited to only parts of the network. Therefore, group



communication for such applications involves multicas-
ting to a subset of active nodes, as opposed to broad-
casting to all active nodes [8].

6.2. Agreement on a Linear History of Groups

A node p 1s said to be in the locality domain of an-
other node ¢ at time ¢ if node p belongs to one of the
communication groups of ¢ at time . We propose the
following partial order on the history of groups to which
a process p belongs: Let g, be a group to which p be-
longs during the time interval [ty, t2] and g,, be a group
to which p belongs during the time period [ts3, t4]. We
define the precedence relation on group history, —, as
follows:

1 gp —>g1’, if s < i3
2. if [t1, to] and [t3, ta] overlap then g, || g,
3. if gp — g, and g, — g/, then g, — g/

This relation is similar to the happened before re-
lation proposed by Lamport [11], except that we now
consider time intervals instead of time instants. The
group transitions for a node constitute a lattice. In
such a lattice there is a directed edge from g, to gz’, if:
(i) gp — g,,, and (ii) there does not exist a g, such that
9p = 95 — g,- Then a group communication service
should satisfy the following property:

e Let nodes p and ¢ join group ¢ at local times ¢¥
and t9, respectively. Also, let p and ¢ later join
group g’ at local times t*" and tql, respectively.
Let p and ¢ be in each other’s locality domain dur-
ing the intervals [P, tpl] and [t9, tql], respectively.
Then, there exist sequences of group transitions
(gl,gf,, ..., gy) and (g;,gg, ..., 9y ) in the lattices
ofpp and ¢, respectively, such that:

1. g;; %gé"’l and gfl —>gf1+1, 1<i<n,

2. membership(g;) = membership(gf]), 1<i<
n, and

3. membership(gzl,) = membership(g), and

membership(gg) = membership(g’).

A group communication service that satisfies this
property can ensure that there exists a subset of mes-

sages delivered to node p in the interval [t?, '] that

is also delivered to ¢ in the interval [t?, tql] in exactly
the same sequence. This agreement on the history of
message deliveries is possible if group communication
is totally ordered and atomic. If these messages carry
state update information then two nodes that are in
each other’s locality domain always receive those up-
dates of shared information in exactly the same or-
der and can maintain mutually consistent copies. This
property can be exploited to support fault tolerant re-
dundant systems.

6.3. Similaritieswith Weak Virtual Synchrony

The assumption, in the group construction proto-
col, that the membership of set S is known a pri-
ori exhibits similarities with the approach adopted by
Friedman and van Renesse [2] in describing weak vir-
tual synchrony (WVS). Strong virtual synchrony (SVS)
requires that a message be delivered within the view
in which it is sent [2]. However, in order to implement
SVS, during view changes, processes have to temporar-
ily stop sending messages until a new view is installed.
The duration of such stoppage is a function of the delay
of the underlying network.

In order to avoid the stoppage of message sends,
Friedman and van Renesse [2] proposed the notion of
WVS. In WVS there is no need to stop sending mes-
sages when the view change protocol is being run. In
the beginning of a view change a suggested view, which
is a composition of the old view and every process that
wishes to join, is introduced to the processes. The first
suggested view during a new view construction is al-
ways a superset of the new view. Every subsequent
suggested view and the new view is a subset of its pre-
decessor suggested view.

This is similar to the operation of the proposed
group construction protocol. The protocol initially
starts with a set .S of neighbouring nodes. When the
proximity layer suggests another neighbour group S’
(S # 5') during the execution of the group construc-
tion protocol, REQUESTSs are sent to all processes in
SUS’. Therefore, SU S’ is equivalent to the first sug-
gested view. Subsequently, nodes in S —.5" are dropped
from the suggested view/group when their ACKs are
discarded. As in WVS, there is no need to abort the
already running group construction protocol and start
afresh when S’ is received.

6.4. Final Remarks and Future Work

In the proposed architecture a process can build a
group by selecting processes from its proximity set ac-
cording to some criterion. Hence, there could exist
some physically separated/disjoint groups, like islands,
that provide the same service. If this service needs to
share a common state across all the disjoint groups,
then a question arises: how to exchange state update
information among disjoint groups to maintain state
consistency? An answer could be to build a sublayer
on top of the group membership layer, giving the il-
lusion to the user of interacting with a unique group
(formed by the union of distinct islands) providing that
service. This sublayer would take care of the exchange
of state update information among distinct groups.

Extending the notion of islands, such a sub-layer
would construct bridges between islands. In order to
construct such bridges, pairs of nodes p and ¢ that
belong in each other’s locality domain and agree on
a linear history of groups may be used. If p belongs
to one of the disjoint groups and ¢ to another disjoint
group, and p and ¢ agree on a linear history of groups



for a time interval, they can be used to exchange state
information between the disjoint groups. Such a bridge
has a single span: (p,q). However, multi-span bridges
may also be constructed between two disjoint groups
g1 and g using a sequence of nodes ny, na, ..., ny, for
a period T such that:

L. ni € g1, nv € g3;

2. foralle: 1 <i < N: n; and n;41 are in each other’s
locality domain and agree on a linear history of
groups for a period of time ¢;;

3. T is the time interval that is common to all ¢;,
1<i< N.

Note that due to the mobility of nodes during the
lifetime of a service, different bridges (composed of dif-
ferent sequences of mobile nodes) may exist between a
pair of disjoint groups that provide the same service.
There may also be intervals during which there may
not be any bridge between two disjoint groups and their
states may diverge. In so, as soon as a bridge is subse-
quently formed, the two disjoint groups should resyn-
chronize to reach a mutually consistent state. The idea
of providing a sublayer to integrate disjoint groups pro-
viding similar service needs further investigation and
will be the focus of our future research.

The multi-layer protocol architecture described in
this paper can be enhanced by supporting alternatives
to the proximity layer between the group membership
layer and the underlying network. Such an alternative
layer could provide information to the group member-
ship layer on the basis of some other criterion like type
of service or some cost/QoS factor. This enhanced ar-
chitecture will be along the lines of the HORUS archi-
tecture which permits several independent options at
each layer such that each option at a layer is compati-
ble with several options of the layers above and below.
Depending on the operating environment and desired
functionality, appropriate layer options from each layer
can be picked up and bundled together to form the pro-
tocol stack [3].

7. Conclusion

Membership services and group communication are
useful in distributed systems as they enable modular
design of the system and support reliable communica-
tion. In this paper we discussed membership services
and group communication in the context of mobile sys-
tems. We described how group membership can change
due to mobility of nodes. This is in addition to mem-
bership changes due to failure and recovery in static
distributed systems.

We presented an architecture for group membership
in mobile systems. With the example of channel al-
location, we motivated the need for location stamping
messages in mobile systems and described how a node
may concurrently belong to multiple groups. We pre-
sented a synchronous proximity layer protocol to de-
termine mobile nodes in the proximity of a given node.

We also presented a variation of an existing three round
protocol for the construction of groups in mobile sys-
tems.

Finally, we showed how the mobility of nodes injects
inaccuracy in the determination of group membership
leading to a possible violation of the safety requirement
of an underlying mobile application. This problem is
typical of mobile distributed systems. We proposed a
method to build a margin of safety in a group mem-
bership determination that can be easily embedded in
the architecture.
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