
A 3D Ray-tracing Model for UHF RFID

Abstract—In this work, a 3-dimensional (3D) ray-tracing model
is proposed. The model is specifically tailored for RFID applica-
tions by taking into account some of its unique characteristics.
The proposed model can give accurate power predictions and
is suitable for indoor RFID systems operating with low fade
margins. The model has been verified by comparison with
Method of Moments (MoM) and practical measurements. It
is shown to achieve a high accuracy with significantly less
computational complexity than MoM. An example application
of the model is presented comparing the performance of two
antennas with similar beam patterns but different axial ratio.
The predicted tag detection rates (63% and 50%) are in good
agreement with the experimental data (65% and 55%), showing
the accuracy of the model and its improvement over previous
models which are not able to handle axial ratio as accurately.

Index Terms—Indoor radio communication, Radio propaga-
tion, Ray tracing, UHF measurements, UHF propagation, Ra-
diofrequency identification

I. INTRODUCTION

Passive ultra-high-frequency (UHF) radio frequency identi-
fication (RFID) has been increasingly popular in indoor ap-
plications such as inventory checking and indoor localization
of items [1]. Due to the multipath fading of RF signals in a
complex indoor environment, direct line-of-sight (LoS) signals
interfere with reflected signals from walls or other reflective
surfaces. When these signals are of comparable amplitudes
and out of phase, signal nulls could be formed, degrading the
overall coverage rate of the system. As a result, it becomes
necessary to create a propagation model that can provide
accurate power predictions, so that an RFID system can be
properly planned to suit specific purposes

Conventional techniques to solve the power prediction prob-
lem can be classified into 3 categories: full-wave simulation,
path-loss formulas and ray-tracing. For full-wave simulation,
numerical analytical methods such as method of moments
(MoM) or finite-difference time-domain (FDTD) are em-
ployed. With accuracy being its biggest advantage, full-wave
simulation requires a large amount of memory and extensive
central processing unit (CPU) time. Implementation of such
a method in large simulation areas is neither practical nor
necessary in most applications. Only a very limited number of
works [2]–[4] have employed full-wave simulation to predict
indoor radio channels.

On the other hand, path-loss (PL) formulas are a group of
empirical-statistical models in which only a few parameters
are needed such as the distance from the transmitter to the
receiver and attenuation factors of individual walls [5]–[8].
For instance, the PL model proposed in [8] is denoted as:

PL[dB] = PL(d0) + 10α log(
d

d0
) (1)

where d0 is the reference distance and α is a fixed path-loss
exponent [8].

PL formulas require much less computational power than
full-wave simulation. However, one drawback of applying such
formulas in indoor RFID systems is that they lack spatial
information and generate a smooth power-distribution which
fails to include peaks and nulls caused by multi-path fading.
This phenomenon is important to RFID systems in indoor
environments as it determines areas over which tags can be
read.

As a result, to accurately predict power distributions in an
arbitrarily-defined simulation environment, a third category of
techniques based on ray-tracing has been proposed and used
[9]–[15].

However, to the authors’ knowledge, most of the ray-tracing
models in the literature are less suitable for RFID applications
as detailed in Section II. Thus, the aims of this paper are:

1) to propose an improved 3D ray-tracing model tailored
for UHF RFID applications, and

2) to demonstrate the model’s usefulness in helping the
planning of a UHF RFID system.

The rest of this paper is organised as follows: Section II
presents the design of an improved 3D ray-tracing model
optimised for RFID applications. Section III verifies the ray-
tracing model through full-wave simulations and measure-
ments. An example of using the proposed model is demon-
strated in section IV and a conclusion is given in in section
V.

II. AN IMPROVED 3D RAY-TRACING MODEL

Ray-tracing-based propagation models have several advan-
tages over full-wave simulations and path-loss formulas. On
the one hand, the computational complexity of ray-tracing
models is far below full-wave simulation, making it suitable
for large-scale simulations. On the other hand, by taking
reflections and transmissions into consideration, ray-tracing
techniques can accurately reproduce peaks and nulls caused
by multi-path fading.

However, previous models [11]–[14], [16] have focused on
mobile communications with significantly larger link budgets,
and hence larger length scales, often in outdoor and urban
radio propagation environments. As a result, they have made
some assumptions:

1) Antenna Patterns: radiation patterns can be defined
using functions. Only antenna’s total gain is considered
in power calculations.

2) Polarisations: both the transmitter (Tx) and the receiver
(Rx) antennas are linearly polarised (LP).



3) Orientations: both antennas can only be vertically or
horizontally placed.

4) Fresnel Coefficients: as the linearly polarised antennas
are assumed to have only vertical or horizontal orien-
tation, they are further assumed to result in only S or
P waves when interacting with horizontal or vertical
surfaces. And the Fresnel coefficients are calculated
accordingly. Also, previous models do not include the
thickness of reflective surfaces in the calculation of Fres-
nel coefficients, making power predictions inaccurate in
environments surrounded by walls.

5) Uplinks: calculations for uplinks are not included
6) Axial ratio: the axial ratio (AR) is fixed in every

direction for a given antenna.

Some of these assumptions are valid in long-range (outdoor)
communications and simplifies the overall system complexity.
However, for RFID systems operating in indoor environments
with a lower link margin, these factors mentioned above
are of more significance and must be considered, especially
for the polarisation, AR and orientation problems. In indoor
RFID applications, tag antennas are almost always linearly
polarised and randomly oriented, whereas reader antennas can
be either linearly or circularly polarised (CP). Besides, even
for a circularly polarised antenna, its AR can vary significantly
when being viewed from different directions as shown in [17],
[18]. Thus, for tags placed at different directions with respect
to the transmitter, the power losses caused by polarisation
mismatch can be significantly different. This problem is further
complicated by the reader, and especially the tag antennas’
random orientations. Moreover, for passive RFID systems that
employs backscatter communications, only the downlink is
considered under the assumption that systems are downlink
limited. With continuous improvement in tag sensitivity, the
uplink calculation is becoming increasingly important. As a
result, a comparison of the proposed model to those in the
literature is given in table I.

TABLE I
A COMPARISON OF THE PROPOSED MODEL AND MODELS IN LITERATURE

[11] [12] [16] The Proposed Model

Polarisation Single Single Single Multiple
Full-wave
verification No No No Yes

Wall thickness No No No Yes
Practical
antenna patterns

Symmetrical
patterns only No Unknown Yes

Uplink calculation Yes No No Yes
Variable AR No No No Yes

A. Model Description

1) Antenna Construction: The antenna construction algo-
rithm is defined as in algorithm 1.

In the algorithm, cT s denotes the transformation matrix
from spherical coordinates to Cartesian coordinates, and is

Algorithm 1: Antenna Construction
Input: A text file containing θ, φ, Eθ, Eφ and Gtotal
Output: An antenna pattern containing θ, φ, Ex, Ey ,

Ez , Gx, Gy and Gz
begin

data← readtable(filename);
assign parameters according to text file formats;
calculate the Poynting vector for Eθ, Eφ;
derive the total radiation power Prad;
for i← 1 to length (data) doEx(i)Ey(i)

Ez(i)

← cT s ·

 0
Eθ(i)
Eφ(i)


end
rotate θ, φ according to:r′

θ
′

φ
′

← sT c · cT c · cT s ·

rθ
φ

;

rotate Ex, Ey , Ez accordingly:E′

x

E
′

y

E
′

Z

← cT c ·

ExEy
EZ

;

calculate Gx, Gy and Gz and output results
end

defined as the inverse of sT c [19]:sin(θ) cos(φ) sin(θ) sin(φ) cos(θ)
cos(θ) cos(φ) cos(θ) sin(φ) − sin(θ)
− sin(φ) cos(φ) 0

−1 (2)

whereas cT c denotes the rotation matrix in Cartesian coor-
dinates. Suppose the orientation of the antenna is defined in
a Cartesian array of [α β γ] in degrees, where α, β and γ
are the rotation angle (in degrees) on the X, Y and Z axis
respectively, and the order of rotation matters. The rotation
matrix in Cartesian coordinates cT c is defined as:1 0 0

0 cos(α) − sin(α)
0 sin(α) cos(α)


·

 cos(β) 0 sin(β)
0 1 0

− sin(β) 0 cos(β)

 ·
cos(γ) − sin(γ) 0
sin(γ) cos(γ) 0

0 0 1

 (3)

Within the algorithm, the calculation of antenna parameters
is given by [20]:

W =
|E|2

2Z0
(4)

U = r2W (5)

Prad =

∫ 2π

0

∫ π

0

U sin(θ)dθdφ (6)

D =
4πU

|Prad|
(7)

G = ecdD (8)



where Z0 is the impedance of free-space, W is the Poynting
vector, U is the radiation intensity, D is the directivity of
the antenna and is linked with the antenna gain through the
radiation efficiency ecd.

Through this algorithm, an antenna with arbitrary properties
can be constructed with its gains in three polarisations calcu-
lated. An example of decomposing the radiation pattern of a
dipole antenna is shown in Fig. 1.
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Fig. 1. First column: Gx, Gy and Gz of a vertical small dipole. Second
column:Gx, Gy and Gz of the same dipole after clock-wise rotation of 45◦
with regard to the positive X axis. All gains are linear

2) Reflection Coefficients: Algorithm 2 calculates the Fres-
nel coefficients of the reflector according to the incident wave
type (transverse electric, TE or transverse magnetic, TM) and
the reflector properties [21]. The algorithm starts by calculat-
ing the reflection/transmission coefficients of the object and
modifies these coefficients according to the thickness of the
object using the recursive multi-layer model proposed in [22].
Within the algorithm, η is the complex relative permittivity
defined by the operating frequency fGHz and the conductivity
σ [22]:

η = εr − 1j · n
′

(9)

n
′
= σ/0.5563/fGHz (10)

where R
′

represents the corresponding reflection coefficient
(either RTE or RTM ). The thickness model considers the
interference of waves being reflected from the top and bottom
layers of the material. As shown in Fig. 2, the higher a
material’s conductivity is, the lower this interference will be
as less wave will penetrate and arrive at the bottom layer, and

Algorithm 2: Reflection Coefficients
Input: Reflector object properties
Output: Reflection and transmission coefficients RTE ,

RTM , TTE and TTM
begin

read object properties;

RTE ←
cos(θ)−

√
η−sin2(θ)

cos(θ)+
√
η−sin2(θ)

;

RTM ←
√
η−sin2(θ)−η cos(θ)√
η−sin2(θ)+η cos(θ)

;

TTE ← 2 cos(θ)

cos(θ)+
√
η−sin2(θ)

;

TTM ←
2
√
η cos(θ)√

η−sin2(θ)+η cos(θ)
;

if thickness is infinite then
return

else

q ← 2πd
λ

√
η − sin2(θ);

R← R
′
(1−exp(−j2q))

1−R′2 exp(−j2q) ;

T ← (1−R
′2) exp(−jq)

1−R′2 exp(−j2q)
end

end

the reflected wave will be further attenuated as it reaches the
top surface.

- m

Fig. 2. The TE reflection coefficient versus layer thickness, at two different
conductivities, with an incident angle of 0◦

B. Power Calculation

With antenna’s gain, electrical fields and reflec-
tion/transmission coefficients being calculated according
to the algorithms described above, the total electric field can
be calculated as the sum of all the rays.

III. MODEL VERIFICATION

The accuracy of the proposed ray-tracing model has been
verified using a commercial Method of Moments (MoM)
solver (FEKO®). It is shown that the model’s result matches
well with that of MoM in terms of accuracy, whereas its time



TABLE II
TIME AND MEMORY CONSUMPTION OF FEKO® AND THE PROPOSED

MODEL, RUNNING THE SAME SIMULATION DESCRIBED IN THE SECTION

Time Memory Consumption

FEKO® with MLFMM 18.73 hours 18.10 GBytes
FEKO® with MoM N/A 151.88 GBytes
The Proposed Model 4 seconds 6 MBytes

and memory consumption are much less. Take the following
experiment as an example: a 4-by-2 metre ceiling with a
thickness of 10 cm is defined 1m above the ground plane. By
using standard mesh in MoM, it results in 47592 dielectric
triangles and consumes a peak memory of 18.10 GBytes
using multi-level fast multi-pole method (MLFMM) or 151.88
GBytes using conventional MoM, by estimation. Running on
a workstation with an Intel® CoreTM i7-6900K @ 3.20GHz
8-core CPU, 32 GBytes memory and an Nvidia® GTX1080
graphic card, it takes MLFMM 18.73 hours to finish all the
simulation for 21 points. As a comparison, the proposed model
takes less than 5 seconds and less than 6 MBytes of memory
(apart from the 350 MBytes of memory used by MATLAB®,
when not running the model) to run the same simulation, as
shown in Table II.

In practical indoor scenarios, the composition of walls (e.g
materials and layers) is much more complex than just a ground
and a ceiling. This makes the difference even greater.

To further validate the model in practical applications, two
scenarios are chosen and evaluated in our department building.

In these experiments, a transmitting antenna (Tx) connected
with an Anritsu MG3710A signal generator [23] is placed at
a certain height. The signal generator produces a signal at
860 MHz with a power of 0 dBm. To measure the power
distribution, a receiving antenna (Rx) is placed at variable
distances away from the Tx and the power is recorded with
an Anritsu MS2690A signal analyser [24]. In total, there are
six variables in the experiments:

• Tx antenna: a LP antenna (MT-242021NV/K [25]), a CP
antenna (MT-242027/NRH/K [26]) or a wide band (WB)
antenna (Poynting A-PATCH-0025 [27])

• Rx antenna: a LP antenna (MT-242021NV/K [25]) or a
printed λ/2 dipole (PD). All TX and Rx antennas have
been measured using the StarLab® antenna chamber [28].

• Tx height (hTx): either 1.5m or 1.1m
• Rx height (hRx): adjusted between 60cm and 100cm
• Tx and Rx orientations (OTx and ORx): varies between

experiments

A. First Scenario

The first scenario is performed in the atrium of the depart-
ment, and the configuration is listed in Fig. 3

A summary of the variables used in the experiments is
shown in Table. III.

The wall properties used in this scenario is shown in Table.
IV
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Fig. 3. Configurations of the first scenario, where the antenna is indicated by
a red dot and is facing towards the positive X axis

TABLE III
CONFIGURATIONS FOR THE FIRST SCENARIO

Tx Rx hTx hRx OTx ORx

E1 WB PD 1.1 0.88 [−90 −90 0 ] [0 0 −90 ]
E2 WB PD 1.1 0.88 [−90 −90 0 ] [0 − 135 −90 ]
E3 WB PD 1.1 0.88 [−90 −90 0 ] [0 − 45 −90 ]

TABLE IV
WALL PROPERTIES USED IN THE FIRST SCENARIO

Relative Permittivity Conductivity - S/m Thickness - m

Walls 6 0.001 0.12
Ground 4 0.001 Infinite
Ceiling 5.5 0.001 0.12



B. Second Scenario

The measurements for the second scenario are taken in
the corridor on the first floor of the department, and the
configuration is shown in Fig. 4.

A summary of the configurations used in the second sce-
nario is shown in Table. V, whereas the wall properties used
in the simulation is defined in Table. VI. It should be noticed
that the ceiling of the department building is covered by a thin
layer of metal foil, and thus the conductivity of the ceiling is
set to be 107 S/m, which is a typical value for metals.
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Fig. 4. Configurations of the second scenario, where the antenna is indicated
by a red dot and is facing towards the positive X axis

TABLE V
CONFIGURATIONS FOR THE SECOND SCENARIO

Tx Rx hTx hRx OTx ORx

E1 LP LP 1.35 0.95 [−90 −90 0 ] [−90 90 0 ]
E2 LP LP 1.35 0.95 [90 −90 −90 ] [90 90 −90 ]
E3 CP LP 1.35 0.95 [−90 −90 0 ] [−90 90 0 ]

C. Result Analysis

The measured and simulated results of the received signal
strength are shown in Fig. 5 and Fig. 6. Cumulative distribution
functions (CDF) in scenario 1 are given in Fig. 5. From

TABLE VI
WALL PROPERTIES USED IN THE SECOND SCENARIO

Relative Permittivity Conductivity - S/m Thickness - m

Walls 6 0.001 0.12
Ground 4 0.001 0.2
Ceiling 5.5 107 0.12

these results, it is clear that the proposed model can precisely
reproduce the power distribution in both scenarios, even with
very general wall properties being used. These wall properties
can be further optimised using techniques in [29], [30] to
improve accuracy.

For the first scenario, within a 6 metre range the model
gives very accurate predictions of the power distribution. After
6 metres, because the omni-directional receiver antenna is
susceptible to multi-path effect and hence some ripples appear.
Nevertheless, the model is still able to give statistically correct
predictions as shown in Fig. 5.

For the second scenario, because an LP receiver antenna
with a ground plane is used, the system is less sensitive to
multi-path effects, resulting in a much smoother curve. Again
the model gives very accurate predictions of the received
power with only a few nulls slightly shifted which are most
likely due to inaccuracies in the wall property definitions.

IV. AN EXAMPLE APPLICATION

In this example we experimentally verify the predictive
performance of the model in terms of tag detection rate for
two antennas having similar radiation patterns, but different
AR.

In [18], a beam-scanning UHF reader antenna with a wide
AR beamwidth is proposed, which has a unique property of
changing its AR without affecting its total gain. It is shown
that using the static beam configuration, the proposed antenna
with an optimised AR (close to 0 dB) and a degraded AR
(around 6 dB) could achieve a tag read-rate of 65% and 55%
respectively. In this example, the same configuration is used
as shown in Fig. 7.

The transmitting antenna is placed on the ceiling of a
3m×5m room and the transmitting power is set to be 26 dBm.
With respect to the radiation patterns and AR performance of
the two antennas, readers can refer to [18] for details. Two
CP receiving antennas (MT-242027/NRH/K [25]) are located
in the corners of the room, facing 45◦ downwards. 10000
observation points are evenly distributed at a height of 0.5m.
At each point, we assume that two orthogonal tags are placed
(oriented along the X and Y axis respectively), tags along
Z axis are not considered since then the radiation nulls of
the tag antennas will be facing the reader antenna which will
result in poor power receptions at tags. Each tag [31] has a
dipole-like radiation pattern and a sensitivity of around −17
dBm, while the reader used is based on Indy R2000 [32]
which has a sensitivity of around -90 dBm. The simulation
results are shown in Fig. 8. An experimental validation of
the results is also carried out using 300 tags [31] which are



Fig. 5. Left: Measured and simulated channel loss in scenario 1, E1 to E3
(top to bottom). Right: Cumulative distribution of points with distance larger
than 6 m in E1 to E3 (top to bottom).

randomly distributed over the area in the X and Y orientations,
as detailed in [18].

We define coverage as: a tag is covered if in the downlink
the received power is higher than the tag sensitivity and in
the uplink the power is higher than the reader sensitivity. To
achieve a successful tag detection, both conditions must be
met.

From Fig. 8, we can see that although the total gain of
both antennas are the same, for the AR optimised antenna,
its power distribution for tags oriented along the X axis is
comparatively smaller than that of the AR degraded antenna.
Nevertheless it is still enough to cover the majority parts of
the simulation area. Whereas in the power distribution for tags
oriented along the Y direction, in general a higher power at
each tag can be seen for the AR optimised antenna.

A plot of the percentage of coverage versus tag sensitivity
predicted by the model is shown in Fig. 9. The coverage ratios
(63% and 50%) at a -17 dBm tag sensitivity are in good
agreement with the experimental data in [18] (65% and 55%).
The small differences are most likely caused by the variations
in the sensitivity of individual tags and/or the non-uniform
distribution of their locations.

This example shows the importance of including AR per-
formance in ray-tracing models for UHF RFID. Our model

Fig. 6. Measured and simulated channel loss in scenario 2, E1 to E3 (top to
bottom)
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Fig. 7. The test environment [18]

suggests that even with the same total gain, small variations
in AR could result in two antennas to have different power
distributions in various tag orientations and hence affect the
system coverage/read rates. It also demonstrates the high accu-
racy and usefulness of the model which could save significant
time in the planning and deployment of RFID systems.

V. CONCLUSION

In this paper, an improved 3D ray-tracing model tailored
for RFID applications is proposed. The model is verified
against a commercial MoM simulation software and practi-
cal measurements and is shown to precisely reproduce the
power distribution in indoor environments. Moreover, when
compared with MoM, the proposed model consumes orders
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Fig. 9. Coverage vs. tag sensitivity at a reader sensitivity of -90 dBm

of magnitudes less time and memory, when the same wall
configurations are being used.

An example application of the model is presented, showing
that the model’s unique feature allows accurate prediction
of the proportion of tags detected in an example scenario
involving two antennas of similar gain pattern, but different
AR. The ability to make rapid, precise predictions of tag
coverage will allow rapid design of RFID system deployments.
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