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Giving Social Robots a Conversational Memory for Motivational
Experience Sharing

Avinash Saravanan1, Maria Tsfasman1, Mark A. Neerincx1,2, and Catharine Oertel1

Abstract— In ongoing and consecutive conversations with
persons, a social robot has to determine which aspects to
remember and how to address them in the conversation. In the
health domain, important aspects concern the health-related
goals, the experienced progress (expressed sentiment) and the
ongoing motivation to pursue them. Despite the progress in
speech technology and conversational agents, most social robots
lack a memory for such experience sharing. This paper presents
the design and evaluation of a conversational memory for
personalized behavior change support conversations on healthy
nutrition via memory-based motivational rephrasing. The main
hypothesis is that referring to previous sessions improves
motivation and goal attainment, particularly when references
vary. In addition, the paper explores how far motivational
rephrasing affects user’s perception of the conversational agent
(the virtual Furhat). An experiment with 79 participants was
conducted via Zoom, consisting of three conversation sessions.
The results showed a significant increase in participants’ change
in motivation when multiple references to previous sessions were
provided.

I. INTRODUCTION
One of the current frontiers of social robotics is to endow

social robots with a conversational memory. A conversa-
tional memory would allow robots to refer to events and
experiences in previous interactions and could potentially
improve social awareness, experience sharing, and bonding.
The development of such a system is essential for many use-
cases in education or health care. One such vital use-case
relates to behavior change support systems.

A behavior change support system (BCSS) is designed
to help a user master a behavior change [1], for instance,
after being diagnosed with obesity or diabetes and adapting
both eating and sports habits. A critical aspect of successful
behavioral change is the creation of intrinsic motivation.
Given that behavior change requires longer-term engage-
ment, keeping up the motivation to commit to the changes
is essential. A widely used method of counseling that fo-
cuses on encouraging and sustaining such motivation in
the management of lifestyle-related diseases is Motivational
Interviewing (MI) [2].

Motivational feedback is a central aspect of motivational
interviewing therapy. This involves reflection on a patient’s
goals and behaviors: for example, encouraging a patient
for (partially) attaining their goal [3], [4], [5]. Therefore,
in an MI-based behavior support system, reminding the
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Fig. 1. Illustration of Coaching Dialog between participant and robot coach
(the dialog took place in a Zoom meeting, top right shows the test leader
for starting and rounding off the session).

user of progress and insights gained in earlier sessions
might strengthen the reflection process and positively impact
motivation. To provide such reflections over a period of
time, a robot would need to remember the user and the
progress made, monitor their affective response (sentiment),
and provide a variability of appropriate motivational feed-
back phrases. Yet, this aspect has not been investigated in the
context of MI-based behavior support systems [6], [7], [8],
[9], [10]. This paper presents the development and evaluation
of a sentiment-aware conversational memory model that
allows a robot to provide such feedback, positively referring
back to a user’s previous insights gained and progress made
across sessions.

II. BACKGROUND

Being diagnosed with a chronic disease can not only be
traumatic but often also requires a change in lifestyle and
adherence to specific nutrition regime [11], [12]. Finding the
motivation to follow through with the needed changes can
pose a serious challenge for many people. Self-management
based educational programs have been shown to increase
the lifestyle change success [13]. However, such programs
often lack adaptability to the individual requirements of the
patient. A more person-centered approach to lifestyle change
guidance is Motivational Interviewing (MI).

Motivational Interviewing is a recognized counseling
method that supports people to talk about and start changing
their behavior [14]. With diabetes, this approach has shown
promising results in diet, and physical activity manage-
ment [15], [16]. Although encouraging, MI is particularly
resource-consuming since it requires an educated profes-
sional for regular individual sessions with the patient. A
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potential solution to this problem lies in the field of so-
cial robotics. A social robot designed to do Motivational
Interviewing could regularly provide individualized support
for lifestyle management. For the domain of lifestyle-related
healthcare, there have been attempts to create conversational
agents that could help motivate people to adopt healthy
behaviors [17]. A crucial step in the direction of enabling
MI-based human-agent dialog was the development of MI-
dialog acts and statements [6], [7], [8], [9], [10].

However, an essential component of motivational inter-
viewing has not been taken into account in the context of
social robotics. For MI to succeed, it needs to occur regularly
and build upon previous experiences. An MI-centered social
robot needs to incorporate a memory model or architecture to
continue and build on previous dialogue acts in a systematic
motivational way.

Within the conversational agents’ community, determining
how to design an agent’s memory is an active area of re-
search. The architectures of particular interest in this context
are often presented by the term ’episodic memory’. The term
refers to remembering personal experiences. In the context of
conversational agents, these are usually experiences shared
by the user throughout previous interactions with the agent
(also referred to as shared memories). For example, [18]
and [19] extract and store the contents of shared memories
in knowledge graphs, specifically, when the context trig-
gers a similar pattern in the conversation (actor, place and
time triples in [18] and the H5W ”who”, ”what”, ”where”,
”when”, ”why” and ”how” structure in [19]). Although
showing promising results, the models in these studies don’t
address the user experience with the affective aspects in the
conversation. [20] developed a memory system for a chatbot
in the form of an online diary for teenagers to reflect on
their experiences. The architecture they developed also stores
all the mentioned experiences in knowledge graphs, but on
different levels: memory line (an overall timeline of when
events occurred), general event (contents of the events in a
4W data-structure - ”what”, ”where”, ”when” and ”who”),
lifetime period (events referred to a lifetime period, such
as ”preschool”, ”high school” etc.). The memory retrieval
is triggered by syntactic cues in the conversation when a
similar pattern is found in the memory database. No affective
information was taken into account and no motivational
or goal attainment data was recorded. [21] introduced a
memory system in a tutoring scenario that did take into ac-
count all these factors. Their model memorizes conversation
with the user in the context of the user’s goal attainment
and emotional state. First, all the expressed information
is stored in the short-term memory module. Second, after
the interaction, only memories relevant to the goals (e.g.
a photography task completed by the user) or the emotion
are kept in the long-term memory module, and the rest is
deleted. Memories are then retrieved in the next interactions
in the moments of conversation when the goal or emotional
state of the user is of importance (e.g. bringing up the
emotional state of the user by the end of the last interaction or
bringing up the history of performance in a certain task when

redoing it). They also conducted an extensive analysis of how
the memory system and agent’s personalty (supportive vs
unsupportive) affects user perception of the agent [22]. This
is particularly relevant for our study because they monitored
users’ motivation and learning success. Although the effect
of memory on motivation was not significant, the learning
success was greater in the supportive memory-aspired agent
than in the unsupportive agent without memory. A potential
reason for the insignificant effect of memory on motivation
could be that memories were not directly used to adjust
motivational statements. Also, the conditions with variable
frequency of brought up memories were not explored. The
system was not used within the context of a tutoring scenario.

To our knowledge, there was only one other study that
used an artificial memory system in the context of MI
[23]. This study was designed around aiding children with
type 1 diabetes. However, the memories’ specific effects on
children’s affect and motivation were not tested [24].

While different memory models were proposed, they did
not address the memory-based references and the variety
of these references with their effects on motivation, goal
attainment and perception of the robot. Therefore, our exper-
iment focuses on evaluating the design of a conversational
memory and the corresponding references on these three
variables, focusing on the following hypothesis: Referring to
previous sessions improves motivation and goal attainment,
particularly when the references vary. In addition, the paper
explores how far motivational rephrasing affects the users’
perception of the conversational agent (the virtual Furhat).

III. MEMORY MODEL

In this section, we elaborate on the components of our
memory model and its construction for the human-robot
interaction. The interaction design is unique in that it en-
codes shared experiences to use them for the generation of
motivational rephrasing.

Incoming user 
statement

Rephrased 
into a 

reference

Dialogue data

Physical data

Goal-based 
data

User

Milestones

Chosen 
goal

Diet 
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Total Energy 
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Statistics

Total sugar 
intake

Change from 
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Rate
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Fig. 2. Illustration of memory components implementation distinguishing
goal-based, physical, and dialogue data
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A. Memory Components

Our memory architecture collects and updates information
about the user in several ways (Figure 2). It stores three types
of data: goal-based, physical and dialogue data. The physical
data module stores static information such as the user’s
age (in years), height, weight, and gender. The goal-based
data module stores all information related to a participant’s
chosen goals. It is stored connected to a user’s milestones and
diet data. The diet data sub-module keeps track of a user’s
total sugar and caloric intake progress towards his goals and
previous report. It also acts as a safety monitor to ensure that
the user’s sugar intake, Body Mass Index (BMI) and Basal
Metabolic Rate (BMR) remain in a medically safe range. On
the other hand, the dialogue data module contains memories
of experiences shared throughout the interaction. Each user
statement goes through two processes. First - rephrasing it
into a reference that can be used later on in a conversation.
Second, it extracts various metadata from the statement:
sentiment, named entities, and keywords. That information
is stored along with the time of the statement, dialogue state
it was mentioned in, and context of the interaction.

The experience sharing part of our memory model is used
for two purposes: to (re)align the user’s motivations towards
the chosen goal and to praise or criticize the progress (see
Figure 3). In this way, we aim to strengthen and clarify
sources of intrinsic motivation according to the positive MI-
approach. This interaction design is unique in that it is
designed to encode shared experiences with the purpose of
using them for motivation in the future.

Praise + 
encouragement

Is within 5% of 
the goal?

Goal 
achieved?

Praise

positive

Sentiment 
analysis

negative positive

Sentiment 
analysis

negativepositive

Sentiment 
analysis

negative

Contrast the 
statement 

with 
achievement

Encourage 
previous 
mindset

Highlight the 
progress, 

encourage 
positivity

Confirm it’s 
the right 
track & 

motivate for 
progress

Encourage a 
positive 

mindset for 
better 

success

Offer advice 
towards the 

goal and 
self-belief

NoYes

NoYes

Realistic 
statement of 
achievement

Fig. 3. A generalized decision tree illustrating how progress of the user
and sentiment of an answer to a question in the past affect the way in which
a motivational phrase is generated.

B. Memory Generation

In our memory generation, we ensure that statements
relating to intrinsic motivation are considered as well as
answers to questions that ask the user about their reasons
for working towards a goal. We also include the users’
feelings about a goal by utilizing the user’s own statements
regarding their mindset from previous sessions. This tech-
nique is adapted from the strategies and techniques used

in motivational interviewing [25] to encourage goal-oriented
mindsets.

For the decoding, the saved data, which are previous
statements given in reply to motivational interviewing style
questions, needs to be extracted in the right context to
provide appropriate feedback to support the behavior-change
process. It is beneficial to reflect on past experiences to
spot problematic behavior and set goals accordingly to im-
prove goal setting and achieve a more long-lasting behavior
change [26]. However, not all past experiences bear the
same emotional importance to a user. Some that bear a
particularly positive or negative valence might be particularly
well suited to be brought up in interaction to trigger behavior
change. In our system implementation, the rephrasing of past
experiences takes place in the second and third sessions.

To achieve this we employ an array of techniques: reword
the original statement into a reference that can be used as
motivation or encouragement that can remind the patient of
why they are working towards their goal and realign their
motivations accordingly. To do so, the following is needed
in the decoding: the question, the answer given, and context
and sentiment for a motivational phrase.

By using these techniques in combination we hope to
capture the user’s mindset beyond what is explicitly stated by
the user. We relate these phrases to the user’s goal progress
to estimate the user’s confidence in achieving their goal. We
tailor the levels of encouragement or criticism accordingly
in the generated motivational phrase. Three strategies used
to refer to the past are:

1) Simple recitation of an answer
2) Summarizing by keywords/key-phrases
3) Summarizing according to sentiment (positive/negative

valence) rather than content
We used the Twitter corpus provided with the NLTK

toolkit to train a naive-bayes classifier to distinguish between
answers containing either positive or negative sentiment.
Using 10-fold cross-validation, we achieved an average pre-
diction accuracy of 89%. We used combined sentiment in a
user’s answer with progress made and tailored our response
accordingly as illustrated in Figure 3

Rephrasing as feedback is intended to motivate the partic-
ipant and falls under the categories of praise and encourage-
ment according to Schunk and Lilly [27]. We add relevant
motivational statements after summarizing the question or
answer to improve or maintain specific actions based on the
user’s rate of progress towards their particular goal. Because
of this, the phrases used can have a corrective or confirmatory
response based on whether the user has met their milestones
or not.

An example of a case where a motivational phrase is
constructed and used is presented in Figure 4, showing
three components of the rephrasing: Question asked, answer
given, and motivational statement. The first two are modified
programmatically to allow for referral to a past event from
a previous session. The question repeated to the user in
a later session is the original question repeated with the
pronouns changed. The answer provided by the user to that
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In our first session, I asked you how you were feeling before 
we started.

User

1. Question asked

I’m feeling a bit nervous.

Are you feeling excited to start? Nervous? What feelings 
are you having right now?

Robot

Robot

2. Answer given

3. Motivational statement

You said you were feeling a bit nervous.

Option 1: Repeating Verbatim

You said a bit nervous. 

Option 2: Summarizing with keywords

It seems that you may have been a bit nervous or 
worried, because you did not manage to reach your 
milestone.

Option 3: Summarizing with sentiment

or

or

A more optimistic and focused outlook may have served you 
better. Keep at it. I’m sure you will get there.

Fig. 4. Examples showing how user’s answers are summarized and brought
up in the subsequent interactions.

question is repeated by using one of the three summarization
techniques which can be seen in Figure 4. The purpose of
these two components is to contextualize the motivational
statement that follows to emphasize its relevance to the
user’s personal situation. The third component (i.e., the
motivational statement) utilizes a decision tree to choose
an appropriate handcrafted statement based on the question
asked, the answer given, and the user’s progress towards
their desired goal. Regarding the answer given, the sentiment
found within the answer using sentiment detection acts as
one of the conditions on which the tree branches off. A high-
level decision tree can be found in Figure 3. We handcrafted
a selection of sentences and statements. However, which
of these statements is chosen is determined by a rule-
based system. Their choice is dependent on the experimental
condition and individual progression through the milestones
and dialog. This means that while the phrases and subphrases
are handcrafted, which one is chosen and how it is assembled
is dynamically handled using the rule-based system.

IV. USE CASE FOR EVALUATION

The memory system described above was tested within
a behavior change support case study. We set the scenario
around changing eating and movement behavior to improve
a person’s health condition. For the robot, we used a virtual
representation of the back-projected robot-head Furhat ([28],
see Figure 1), which is taking on the role of a behavior
change support coach. The robot’s tasks are twofold: On
the one hand, it is supposed to aid the participant to reflect
by posing goal-related questions. On the other hand, it is
designed to answer questions the participant might have in
conjunction with their behavior change.

The interaction was designed to accompany the user
through their behavior-change journey across a series of 3
sessions. The sessions have at least 24 hours between each
other. Each session follows a general sequence of steps as
depicted in Figure 5.

In session 1, the robot learns about the user and helps them
set personal goals and milestones for the following sessions.

In sessions 2 and 3, the goals and milestones are reviewed,
where the robot refers to the motivational memories from the
previous session. The number of references depends on the
condition that the user is assigned to as detailed in Section
V-C.

The dialog flow is depicted in Figure 5. It is designed to
guide the user through sequences of steps related to goal
setting and milestones. An autonomous dialogue system was
implemented that drives the robot’s behavior based on a state-
machine implementation. It needs to be noted that the dialog
system is dual-initiative. This implies that the participants
can also take the turn and ask questions related to nutrition.
The question answering is facilitated by querying a database
of nutrition information provided by the U.S. Department
of Agriculture [29]. To find an acceptable answer to the
question asked, we create a word-embedding space using
tf-id and rank the appropriateness of responses according to
the semantic similarity of food items.

V. EVALUATION

This section presents how we evaluated our hypothesis
and research question within the use case: Referring to
previous sessions improves motivation and goal attainment,
particularly when the references vary. Moreover, how far
does the motivational rephrasing affect user’s perception of
the robot?

A. Manipulation

We created three conditions to evaluate the effects of
memory references and ran the experiment as a between-
subjects design. We equally distributed study participants
across those conditions :

1) Condition I: No references to previous events
2) Condition II: References to only one event.
3) Condition III: Multiple references to different events

(variety) where no events are ever brought up twice.
The first condition had no references to the past, while

the second only repeated references. In the third condition,
the agent mentioned two references to different events in
every session. This was done, on the one hand, to guarantee
variability and no repetitions of referenced information, since
the previous research shows that repetitions might lead to
decreased perceived intelligence of a conversational agent
[30]. On the other hand, to avoid overloading the interaction
with past events, which has been shown to be perceived as
boring or repetitive [31].

B. Participants

A total of 93 participants took part in the study, of which
79 had valid results (36 female, 42 male, 1 nonbinary). The
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Fig. 5. Initial sequence of Events in the experiment.

reasons why 14 of 93 participants were discarded included
not completing all three sessions, technical problems or
accent specifics resulting in the robot not understanding par-
ticipant’s speech, and severe connection issues interrupting
the interaction. The average age of participants was 31.5, and
most participants held a bachelor’s level degree. Participants
had to have a high degree of English fluency but originated
from different countries around the world. Conditions I and II
had 26 participants each, and condition 3 had 27 participants.

The majority of participants were recruited through Pro-
lific. For safety reasons, they were expected to not have any
metabolic disorders to avoid possible negative consequences.
In addition, participants were expected to fulfill the following
criteria to participate in the study:

• Above the age of 18
• Not currently following a diet
• Has a working computing device, stable internet con-

nection, and headphones that can be used for video
meetings.

Each participant was asked to choose a health-promoting
goal of either calorie restriction or sugar reduction to pursue
(lifestyle-related).

C. Measures

The following section describes the different methods used
to test the main hypothesis and additional research question
as stated earlier.

a) Motivation: Values of motivation were self-reported
(subjective): from 1 - ”not motivated at all” to 5 - ”highly
motivated”. The questionnaire contained questions regarding
participants’ engagement and behavior-change motivation
that was perceived prior to the interaction, during the inter-
action, and after completion of the interaction. Participants
were asked to answer these questions on a five-point Likert
scale.

b) Goal attainment: To determine the effectiveness of
our memory model in helping users achieve their behavior
change goals we defined the following matrices: milestone-
adherence,difference,count, final-goal- difference, achieve-
ment, intention to continue diet . While the milestone related
measures are aimed to measure whether the intermediate

goals are met and to what degree the final-goal measures
evaluate the behavior-change goals overall as well as the
participants’ intention to continue the diet.

We used the Godspeed questionnaire from [32] to evaluate
the participants’ perception of the robot (including full
items of animacy, anthropomorphism, likeability, perceived
intelligence and perceived safety). Along with the Godspeed
questionnaire, we asked questions related to the perceived
success of the interaction against obesity and diabetes. The
above questions were asked after completing all the sessions
of the experiment.

c) Qualitative Interaction Evaluation: In order to eval-
uate how participants’ perceived the number of sessions
and capture any additional comments they might have, we
included 2 open questions in the questionnaire. The ques-
tionnaire was administered at the end of the third session.

D. Experimental Procedure

All participants were recruited through the crowd-sourcing
platform Prolific academic and interactions were conducted
in English. Each participant was supposed to take part in
three sessions spaced in time. Before starting the experiment,
participants completed the informed consent form through a
qualitrics link. A video was produced to provide experiment-
related instructions to ensure that all participants were briefed
in the same way. In each interaction, the participant would
interact with the virtual embodiment of the Furhat robot
through a video-conferencing call.

VI. RESULTS

A. Motivation

Figure 6 shows a box plot of perceived motivation change
in different conditions. A Kruskal-Wallis test [33] revealed
that there was no significant effect of our memory model
on participants’ engagement in the interaction between the
three conditions H(2)=0.92517, p>0.5. However, there was a
significant effect of our memory model on participants’ mo-
tivation to engage in behavior change H(2)=8.7556, p<0.05.
A Dunn’s post-hoc test revealed that participants assigned
to condition 3 showed a significantly higher motivation
increase than participants assigned to condition 1 (p<0.05)
or condition 2 (p<0.05).
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Fig. 6. The figure shows a box plot comparison of the three conditions
for change in motivation from prior to interaction with the robot to during
interaction.

B. Goal attainment

To investigate whether referring to previous sessions im-
proves goal attainment we carried out an ANOVA analysis
and a post-hoc Bonferroni test on all milestone and final
goal measures. We did not find any significant differences
between the experimental groups. We also did not find any
significant differences for any measure of the Godspeed
questionnaire.

C. Qualitative Findings

In addition to the collected quantitative data, participants
were allowed to type additional comments regarding their
interaction with the robot and the experiment. Sometimes,
they expressed their impressions verbally after conversations.
Some of the participants voiced preferences of a robot over
a human. The questionnaire did not fully capture these
preferences. Three of the participants noted that, unlike a
human, the robot is not judgmental or has any prejudices that
could result in a negative experience. For a small number of
participants, the three day period needed for the experiment
was somewhat problematic due to personal circumstances.
Some participants may cite a hard day at work which resulted
in no time to eat. Similarly, some participants may cite being
more active on a particular day, resulting in a higher intake
for that specific day.

For many, the impact of simply counting calories and
sugar made a significant difference in the perception of
their diet. The visual aspects of the robot had a mixed
response upon further discussion of the experiment after
completion of the three sessions. Some participants did not
mind the appearance, while others found the human-like face
unnerving. Regarding the voice, this had a mixed response,
but most of the participants found the Polly voice to be
surprisingly human, with the voice sounding less rigid than
other voices. According to many participants, the voice did
not sound robotic. The main flaw that the voice had was
prosody and pacing, which is a problem that the participants
noted is typical in other robotic voices.

Comparison of Session Duration Across Conditions
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Fig. 7. The figure shows box plots of durations for different sessions across
the conditions.

a) Does referring to previous sessions improve goal
attainment?: Based on the significant results, goal attain-
ment, specifically final goal achievement as well as other
performance-related metrics, was not different between the
three conditions. We saw 86.1% of participants achieve their
goal. When split between conditions, the achievement for
condition 1 was 88.5%, for condition 2 it was 88.5% and
for condition 3, it was 81.5%.

VII. DISCUSSION

The results show that a variety of reflections on shared
experiences provides greater motivation and that motivational
memory is capable of motivation when used this way.
However, we did not find significant effects between the
three experimental groups related to goal achievement, which
might have been due to the fact that behavior change usually
takes place over longer periods of time. In a future study, it
would be interesting to investigate whether differences in
goal attainment can be observed by extending the number of
sessions.

Whereas other research focuses on creating memory ar-
chitectures similar to human memory [34], [35], [36], e.g.
distinguishing short-term and long-term memory [37], our
memory model focuses on supporting users to pursue and
attain their behavior change support goals. In this way, it
can be viewed more as a goal-driven representation of the
experiences that underpins human-robot conversations. Fur-
thermore, memory enables the generation of conversations
that follow Motivational Interviewing principles [6], [7], [8],
[9], [10]. Interactively, the robot relates to a person’s goals
and actual behaviors, supporting positivism with appropri-
ate reflection, encouragement, and praise [3], [4], [5]. The
generation of motivational sentiment-aware dialogues can
be viewed as an extension of other memory models, such
as Kasap et. al [37] work on task engagement and social
presence and Sanchez’ [38] focus on topic related goals.

It should be noted that by using references in an inter-
action, the duration of that interaction will be increased
compared to conditions without references (see Figure 7).
Differences in duration between conditions are not noticeable
for session 1, but are noticeably larger for the succeeding
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sessions for conditions 2 and 3 on the order of 30-60 seconds
due to the use of shared experiences which naturally add to
the duration of the interaction. It should be noted, however,
that because of factors such as lag on Zoom and Internet
quality, the differences in duration that were measured may
not be fully representative of the actual duration of the
interaction. Future research is needed to test the effects of
dialog duration on motivation.

More than one-third of participants indicated that they
would prefer the interaction to be longer while the remainder
found the length of the interaction to be appropriate. These
findings are encouraging in that behavior change is a longer-
term activity. The fact that participants are willing to interact
for a longer period of time with our robot is not only
encouraging from a system-design perspective but also from
a behavior-system support point of view who typically target
long term goal achievement over a period of months [39].

We could show that our memory system positively affects
participants’ motivation to engage in diet-related behavior
change. While these results are very encouraging as a first
step towards long-term person-adaptive human-robot inter-
action, there are also some limitations. In its current set-up,
the interaction is very much use-case dependent. The system
asks a predefined list of questions related to diet goals. It
follows a predefined sequence of conversational goes with
specific reflection moments in which memories are being
referred to. This is quite effective within a period like the one
described in this work, but if one were to extend the number
of sessions, such methods may become quite repetitive over
time.

In our future research, we will study the effects of a
physical robot, focusing on more long-term interaction. We
will investigate what to remember and what to forget (cf.,
[40]), and explore when and how often memories should
be referred to in a conversation to maximize task and
social objectives (cf., [37] and [23]). Further, we aim to
interactively evaluate the individual reaction of the user to
the specific memory. We believe that the robot support can
be applied for type II diabetes (T2D) patients in the use
case. Diabetes II is the most common form of diabetes
[41] which makes up 90% of all diabetes cases resulting
in more than 392 million people being diagnosed with it
worldwide. Preventative measures for type II diabetes require
management techniques similar to the behaviors supported
by the robot, such as caloric reduction and sugar reduction.

VIII. CONCLUSION

We designed and evaluated a memory model for behavior-
change-support dialog in the social robot Furhat. The mem-
ory model took both content and sentiment-related informa-
tion to store and refer to past experiences. We investigated
how the frequency of referred to memories effected both par-
ticipants’ interaction evaluation and behavior-change goals.
We found that the experimental group exposed to more than
one memory had a significantly higher increase in motivation
than the participants exposed to none or only one memory.
In the future, we will increase the number of sessions and

participants to investigate whether this will influence goal
achievement.
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U. Schwab, and J. L. Sievenpiper, “Prevention of type 2 diabetes by
lifestyle changes: A systematic review and Meta-Analysis,” Nutrients,
vol. 11, Nov. 2019.

[13] S. Chatterjee, M. J. Davies, S. Heller, J. Speight, F. J. Snoek,
and K. Khunti, “Diabetes structured self-management education pro-
grammes: a narrative review and current innovations,” Lancet Diabetes
Endocrinol, vol. 6, pp. 130–142, Sept. 2017.

[14] J. Hettema, J. Steele, and W. R. Miller, “Motivational interviewing,”
Annu Rev Clin Psychol, vol. 1, pp. 91–111, 2005.

[15] G. Ekong and J. Kavookjian, “Motivational interviewing and outcomes
in adults with type 2 diabetes: A systematic review,” Patient Educ
Couns, vol. 99, pp. 944–952, Dec. 2015.

[16] P. D. Soderlund, “Effectiveness of motivational interviewing for im-
proving physical activity self-management for adults with type 2
diabetes: A review,” Chronic Illn, vol. 14, pp. 54–68, Mar. 2017.

[17] A. Fadhil and S. Gabrielli, “Addressing challenges in promoting
healthy lifestyles: The al-chatbot approach,” in Proceedings of the
11th EAI International Conference on Pervasive Computing Tech-
nologies for Healthcare, PervasiveHealth ’17, (New York, NY, USA),
p. 261–265, Association for Computing Machinery, 2017.

991

Authorized licensed use limited to: TU Delft Library. Downloaded on January 19,2023 at 12:49:08 UTC from IEEE Xplore.  Restrictions apply. 



[18] P. Vossen, S. Baez, L. Bajcetić, and B. Kraaijeveld, “Leolani: A
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