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Abstract— We extend the standard mean shift tracking
algorithm to an adaptive tracker by selecting reliable features
from color and shape cues. The standard mean shift algorithm
assumes that the representation of tracking targets is always
sufficiently discriminative enough against background. Most
tracking algorithms developed based on the mean shift al-
gorithm use only one cue (such as color) throughout their
tracking process. The widely used color features are not
always discriminative enough for target localization because
illumination and viewpoint tend to change. Moreover, the
background may be of a color similar to that of the target. We
present an adaptive tracking algorithm that integrates color
and shape features. Good features are selected and applied
to represent the target according to the descriptive ability of
these features. The proposed method has been implemented
and tested in different kinds of image sequences. The exper-
imental results demonstrate that our tracking algorithm is
robust and efficient in the challenging image sequences.

I. INTRODUCTION AND RELATED WORK

Real-time object tracking plays an important role in
many applications such as robotics [18], visual surveil-
lance [4], human computer interface [1], [2], [10], and
intelligent transportation systems [11]. Much effort has
been made and progress has been achieved in detection
and tracking of object in image sequences. However, object
tracking remains an unsolved problem because of several
difficulties. For example, tracking may drift away from a
target due to background or viewpoint changes. Different
illumination conditions, occlusions, and sudden motion
bring more trouble to the tracking.

Model-based [9] and appearance-based [6] approaches
have been investigated for solving the tracking problem.
Appearance-based approaches are more practical for many
applications since they do not have to make 3-D models
which are both difficult and expensive to obtain. Most
appearance-based tracking approaches are based on some
kind of representation of image appearance. Object tem-
plate [12], subspace models [3], two frame flow estima-
tion [13], [14] and motion-compensated images [16] are the
commonly investigated approaches. Target representation
and localization are crucial in the robustness and efficiency
of the tracker [6]. The mean shift tracking algorithm [6]
provides an elegant framework for target representation and
localization.

The mean shift algorithm has achieved considerable suc-
cess in object tracking due to its simplicity and robustness.

It finds local minima of a similarity measure between
the color histograms (or kernel density estimations) of
the model and the candidates in the image. The mean
shift tracking algorithm is based on an appearance model.
Different kinds of color features have been widely used due
to their simplicity and low computational cost [6], [10].
They are reliable for many tracking tasks, even when there
is partial occlusion, small deformation or overlap. Color
histogram is the most popular color feature that has been
used to represent the appearance of the target. However,
color features cannot give good performance when the
representation of the tracked object and background have
similar color. The color of an object depends on illumina-
tion, viewpoint and camera parameters that tend to change
during a long tracking. Moreover, the color histograms
omit the shape of the target which is very helpful for
the tracking. Thus the static color features are not always
discriminative enough.

To cope with the problems mentioned above, one can
improve the robustness by using an adaptive tracking
scheme. The basic idea is to adaptively select features
that make the object discriminative against the background.
Stern and Efros [10] gave an adaptive tracking algorithm
in which the best feature is chosen from 5 color spaces.
Collins and Liu [4] have proposed an adaptive tracker that
can select the discriminative color features according to the
discriminative ability of features. The set of candidate color
features they used includes 49 features that are calculated
by linearly combining R, G and B pixel values. Since
they employ a large set of candidate features, it is com-
putationally expensive to select the appropriate features. In
addition, only color features are used, which may not be
discriminative enough under certain circumstances.

It has been known that multi-cue plays a powerful role
in human visual perception. While using multiple cues
in detection or tracking, two sets of features should be
complementary. In other words, when one cue fails the
other one can deal with the difficulty. Although the color
cue is very important in detection and tracking, other types
of cues such as shape can be very helpful especially when
they are integrated with color. The shape cue can help
color conquer these difficulties and so does color cue [1].
In this paper, we propose an adaptive tracking algorithm
in which the best features are selected from the shape
and color cues. The shape cue is represented by gradient



orientation histograms and the color cue is described by
color histograms. We calculate color histograms in the
RGB, the HSV spaces and the normalized rg space. The
most discriminative features are selected by evaluating the
discriminative ability of each feature. The evaluation is
done by calculating the variance of the mutual information.
The mutual information measures the statistical dependence
between two variables. Once the best features have been
selected, the tracker uses these new features to update the
tracking model.

The paper is organized as follows. In Section II, we
introduce how to extract the color and shape features
to represent the target. Section III discusses the feature
selection method. The adaptive tracking method of the
target in a new frame is given in Section IV. We evaluate
the performance of the proposed method in Section V.
This paper is concluded in Section VI.

II. FEATURE EXTRACTION
A. Color Cue

Color distributions are represented by the color his-
tograms. We calculate the color histograms in three color
spaces: the RGB space, the HSV space and the normalized
rg space. The R,G and B channels are quantized into
12 bins respectively. The RGB space is not enough for
discrimination under all circumstances. The RGB space is
converted into the HSV space and both hue and saturation
are quantized into 12 bins. We found that intensity is less
helpful in our tracking tasks. Thus the intensity factor is not
used here. The rg space has been shown to be reliable when
the illumination changes. Thus r and g are also employed.
There are 7 color features in the candidate feature set.

Color histogram is calculated by using a weighting
scheme. Different pixel’s contribution to the object rep-
resentation depends on its position with respect to the
center of the target. Pixels near the region center are more
reliable than those further away. Smaller weights are given
to those further pixels by using Epanechnikov kernel [6]
as a weighting function:
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0, otherwise,

where ¢4 is the volume of the unit d-dimensional sphere.
Thus, we increase the reliability of the color distribution
when these boundary pixels belong to the background or
get occluded.

The color distribution hy = {p;b"")
target is given by
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where ¢ is the Kronecker delta function and h(x;) assigns
one of the m-bins (m = 12) of the histogram to a given

color at location x;. Cy is normalization constant. It is
calculated as
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The tracking algorithm searches for the target in a new

frame from the target candidates. The target candidates are
represented by
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B. Shape Cue

The shape cue is described by orientation histograms. To
build a orientation histogram, we have to calculate image
derivatives in x and y directions. We did not use the popular
Sobel masks in this calculation. Instead, the Scharr masks
(S; and Sy) are employed here because it gives more
accurate results than the Sobel kernel.

The gradients at the point (z, y) in the image / can be
calculated by convolving the Scharr masks with the image:

Dy(z,y) = So = I(x,y),
and
Dy(z,y) = Sy + I(z,y).
The strength of the gradient at the point (x, y)
D(z,y) = \/Dm(:m y)? + Dy(z,y).
In order to ignore noise, a threshold is given

‘o = § Play)if D(x,y) > Tp,
D (z,y) = { 0, otherwise, ©

where Tp is a threshold given empirically.
The orientation of the edge is

Dy (z,y)"

The orientations are also quantized into 12 bins. A
orientation histogram can be calculated using a approach
similar to the calculation of color histogram introduced in
the previous subsection.

0(x,y) = arctan(

III. FEATURE SELECTION
A. Likelihood Ratio

The weighted histograms introduced in Section II do
not directly reflect the descriptive ability of the features.
A log-likelihood ratio histogram can help to solve this
problem [4], [15]. We get log-likelihood ratios based on
the histograms of foreground and background with respect
to a given feature. The likelihood ratio produces a function
that maps the feature values associated with the target to



positive values and the background to negative values. The
frequency of the pixels appeared in a histogram bin is

calculated as
(bin)
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where n ¢4 is the pixel number of the target region and ny,
the pixel number of the background.
The log-likelihood ratio for a feature value i is given by
(bin)
max( ,0L)
max(C, ", 61

where 07 is a very small number. The likelihood image
for each feature is created by back-projecting the ratio into
each pixel in the image.

Likelihood ratio images are the foundation for evaluating
the discriminative ability of the features in the candidate
feature set. In Fig.1, the likelihood ratio images of different
features are shown.
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B. Feature Selection

Given my features for tracking, the purpose of the
feature selection module is to find the best subset feature of
size My, and m,,, < my. Feature selection can help min-
imize the tracking error and maximize the discrimination
ability of the feature set. The mutual information theory
can be used here to select good features which can make
the target to be discriminative against the background. The
mutual information is the relative entropy between the
joint distribution of the target and the background and the
product of the distributions. It is defined as

where H(F') and H(B) are the entropies of the foreground
(target) and the background respectively, H; is the joint
entropy of the foreground and the background. The mutual
information is minimized when the feature is the most
discriminative. Mutual information is very expensive to
evaluate directly. Instead of directly ranking the features
with the mutual information, we find the features with
the largest corresponding variances of the mutual infor-
mation. Following the method in [4], based on the equality
var(z) = Ex? — (Ex)?, the variance of Equation(10) is
computed as

var(L;p) = B[(L"")?] — (E[L""])%.

The variance ratio of the likelihood function is defined
as [4]:
~ var(BUF)  var(L;(pf +py)/2)
~ var(F) +var(B)  var(L;py) + var(L; py)
We evaluate the discriminative ability of each feature
by calculating the variance ratio. In the candidate feature

. (12)

set, the color feature includes 7 different features: color
histograms of R, G, B, H, S, r, and g; and the shape
feature includes gradient orientation histogram. These
features are ranked according to the discriminative ability
by comparing the variance ratio. The feature with the
maximum variance ratio is taken as the most discriminative
feature. In Fig.1, the shape feature and color feature G
are ranked as the top two features, and followed by color
feature B, R, S, H, r, and g.

IV. ADAPTIVE MEAN SHIFT TRACKING
A. The Standard Mean Shift Tracking Algorithm

The mean shift algorithm is a robust non-parametric
probability density estimation method for climbing density
gradients to find the mode of probability distributions of
samples. It can estimate the density function directly from
the data without any assumptions about the underlying dis-
tribution. This virtue avoids having to choose a model and
estimating its distribution parameters [5]. The algorithm
has achieved great success in object tracking [6] and image
segmentation [5]. However, the basic mean shift tracking
algorithm assumes that the target representation is discrim-
inative enough against the background. This assumption is
not always true especially when tracking is carried out in
a dynamic background, e.g., surveillance with a moving
camera. We extend the basic mean shift algorithm to an
adaptive mean shift tracking algorithm which can choose
the most discriminative features for effective tracking.

The standard mean shift tracker finds the location cor-
responding to the target in the current frame based on the
appearance of the target. Therefore, a similarity measure
is needed between the color distributions of a region
in the current frame and the target model. A popular
measure between two distributions is the Bhattacharyya
distance [6], [8]. Considering discrete densities such as two
color histograms p = {p®™ }u—1_m and g = {g by
the coefficient is calculated by:

plp,al =) Vplin)glbin). (13)
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The larger p is, the more similar the distributions are.
For two identical histograms we obtain p = 1, indicating
a perfect match. As distance between two distributions the
measure can be defined as [6]:

d= Vl_p[paq]a (14)

which d is the Bhattacharyya distance.

The tracking algorithm is to recursively compute of
an offset value from the current location y, to a new
location ¥, according to the mean shift vector. §; [5], [6]
is calculated by using

o g (Y5

Y1 - n —x; .
2121 wig(y A )

15)




where w; bin] and g(z) =

—K'(x).
B. The Number of Features for Adaptive Tracking

After the evaluation of the features in the candidate set,
these features are ranked according to their discriminative
ability against the background. The features with good
discriminative ability can be combined to represent and
localize the target. The combination of features should be
carried out carefully. In an intuition, the more feature we
use, the better of the tracking performance. However, this
is not true in practice. According to information theory, the
feature added into the system can bring negative effect as
well as improvement of the performance [7]. This is due to
the fact that the features used are not totally independent.
Instead, they are correlated.

In our implementation, two kinds of features are used to
represent the target. According to the experimental results,
this number is appropriate in most cases. We have tested
a system by using 1 or 3 features, which gave worse
performance. During the initialization of the tracker, the
features ranked in top two are selected for the tracking. The
feature selection module runs every 8 to 12 frames. When
the feature selection module selects features different from
those in the initialization, only one feature is replaced once.
Only the second feature of the previous selection will be
discarded and replaced by the best one in current selection.
This strategy is very important in keeping the target from
drifting.
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C. Target Localization in the Adaptive Tracking

The proposed tracking algorithm combines the top two
features through the back-projection [2] of the joint his-
togram. Based on Equation(4), we calculate a joint his-
togram the target with the top two features,
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and a joint histogram of the searching region
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We get a division histogram by dividing the joint his-
togram of the target by the joint histogram of the back-
ground,
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The division histogram is normalized for the histogram
back-projection. The pixel values in the image are asso-
ciated with the value of the corresponding histogram bin
by histogram back-projection. The back-projection of the
target histogram with any consecutive frame generates a

probability image p = {pi }i=1..n, where the value of
each pixel characterizes the probability that the input pixel
belongs to the histograms. The two images of the top
two features have been computed for the back-projection.
Note, the H, S, r, and g images are calculated by transfer
the original image to the HSV space and the rg space;
the orientation image has been calculated by using the
approach introduced in section II(B).

Since we are using Epanechnikov profile, the derivative
of the profile, g(x), is constant. The target’s shift vector in
the current frame is computed as

y _ Z:th le?w
1 Znhl pw

The tracker assigns a new position to the target by using

19)
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If ||y — ¥1ll < e, this position is assigned to the

target. Otherwise, compute the Equation(19) again. In our

algorithm, the number of the computation is set to less

than 15. In most cases, the algorithm converges in 3 to 6
loops.

V. EXPERIMENTAL RESULTS

To check the effectiveness of the proposed method,
we have implemented and tested on a wide variety of
challenging image sequences with different environments
and applications. The tracking results are compared with
those given by the basic mean shift algorithm. The current
implementation ran 14 frames/sec on an Intel Centrino
1.4GHz laptop with 256MB RAM when applied to images
of size 640 x 480. It achieved 32 frames/sec on an Intel
Pentium D 3.0GHz PC with 1IGB RAM.

Pedestrian tracking is very important in visual surveil-
lance. The first tracking example (Fig.2) uses a video
sequence captured in a room!. The illumination changes
during the tracking process. The color on the human
changes very much in these images. Our method adapts the
model in the tracking process and successfully tracks the
whole sequence. In contrast, the basic mean shift algorithm
fails very quickly.

The second tracking example (Fig.3) also uses a pedes-
trian sequence from the same source. However, this track-
ing task is more challenging because the color of the man’s
clothes is very similar to that of the floor. The standard
mean shift algorithm fails quickly at the third frame. In
contrast, our method selects shape cue as discriminative
feature at the very beginning and tracks the man success-
fully until the man becomes too small to be tracked. This
example demonstrates that the shape cue is very important
and should not be omitted.

I'This image sequence was captured in an entrance lobby. It can be
obtained from http://groups.inf.ed.ac.uk/vision/caviar/.
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Fig. 1.

(a) Original image. Likelihood ratio image of (b) orientation histogram; (c) R; (d) G; (e) B; (f) integration of the top two features: orientation

histogram and R; (g) H; (h) S; (i) r; and (j) g. Note that the likelihood image in (f) only shows the neighborhood of the target.

Face tracking is crucial for the new generation of Hu-
man and Computer Interface (HCI). The video sequence2
containing faces are tested using our method (Fig.4). The
man’s face moves from the left to right very quickly and
back versa. The illumination on the face is varying in the
sequence. There are clutters and ambiguous colors in the
background. The basic mean shift algorithm fails at the 5"
frame. The proposed method tracks the faces successfully
in the whole sequence.

The above tests have shown that no single cue is always
discriminative enough against the background, which is
crucial for tracking. The proposed tracker which can select
good cues is the key to successful tracking in those
sequences.

We found that the best features selected in the initial-
ization stage are very important. The shape of the target is
very accurate during that stage and there is little ambiguity
between background and the target. These features should
not be abandoned easily. The strategy described in section
IV(B) is effective in our experiments.

VI. CONCLUSION

We present an adaptive tracking algorithm by integrating
the shape and color features in an adaptive way. The
proposed algorithm has been tested on many sequences
and proved efficient and reliable. In comparison with the
standard mean shift algorithm, our approach provides much
better results.
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Fig. 2. Tracking results using the basic mean shift algorithm (in the first row) and the proposed method (in the second row) of a pedestrian in an
indoor environment.
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Fig. 3. Tracking results using the basic mean shift algorithm (in the first row) and the proposed method (in the second row) of another person. The
color of the target is similar to the background.
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Fig. 4. Face tracking results using the basic mean shift algorithm (in the first row) and the proposed method (in the second row). The face in the
sequence moves quickly.



