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Discrete States-Based Trajectory Planning for
Nonholonomic Robots

Ziyi Zou, Ziang Zhang, Zhen Lu, Xiang Li, You Wang, Jie Hao, and Guang Li

Abstract—Due to nonholonomic dynamics, the motion plan-
ning of nonholonomic robots is always a difficult problem.
This letter presents a Discrete States-based Trajectory Plan-
ning(DSTP) algorithm for autonomous nonholonomic robots.
The proposed algorithm represents the trajectory as x and y
positions, orientation angle, longitude velocity and acceleration,
angular velocity, and time intervals. More variables make the
expression of optimization and constraints simpler, reduce the
error caused by too many approximations, and also handle
the gear shifting situation. L-BFGS-B is used to deal with
the optimization of many variables and box constraints, thus
speeding up the problem solving. Various simulation experiments
compared with prior works have validated that our algorithm
has an order-of-magnitude efficiency advantage and can generate
a smoother trajectory with a high speed and low control effort.
Besides, real-world experiments are also conducted to verify the
feasibility of our algorithm in real scenes. We will release our
codes as ros packages.

Index Terms—Trajectory Optimization, motion and path plan-
ning, nonholonomic motion planning

I. INTRODUCTION

AUTONOMOUS moving robots are used in a wide range
of scenarios due to their flexibility and reliability. And

motion planning is a fundamental part of robots. The goal of
motion planning for robots is to generate a smooth trajectory
that makes the robot reach the end state safely as soon as pos-
sible. Meanwhile, in the real world, motion planning always
requires fast updates to cope with changing environments and
inaccuracies in localization. However, the motion planning of
nonholonomic robots faces the following problems: 1) Non-
holonomic dynamic constraints impose a strong non-convexity
on the planning problem, making the optimization difficult. 2)
Precise obstacle collision avoidance requires the trajectory to
ensure safety and pass through narrow areas. 3) Efficiency and
quality are both important for motion planning, but we often
need to make a tradeoff between them. 4) Time information
is an inherent attribute of trajectories. However, path/speed
coupled optimization increases the complexity of the problem,
and optimizing separately makes it difficult to obtain optimal
solutions.

Many algorithms based on discrete states, in order to reduce
the number of variables and speed up the problem solving,
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often use fewer states and more approximations for trajectory
planning[1, 2], which usually increases the complexity of the
expression and the error of solutions. In this paper, we propose
a novel efficient Discrete States-based Trajectory Planning
method called DSTP, that addresses the above challenges and
can generate high-quality trajectories with nonholonomic con-
straints and handle gear shifting situation as shown in Fig.1.
Besides, DSTP can significantly reduce the time required for
subsequent replannings by using the previous optimization
solution to warm start the solving. Firstly, DSTP will receive
the rough path planned by the front-end, a lightweight Hybrid
A*[3] planner, and then generates an x-y 2-dimension safe
corridor composed of several convex polygons along the initial
path using the corridor construction algorithm in [4]. Two
circles are used to cover our robot as the collision model. Then
we take the robot’s position, orientation angle, longitudinal ve-
locity and acceleration, angular velocity of each point, and the
time interval between two states as the optimization variables.
Then we formulate the trajectory planning as a nonconvex
optimization problem, and use L-BFGS-B[5] to handle the
box constraints of velocities, accelerations , and time intervals.
In addition, we use trigonometric functions instead of angle
constraints to handle abrupt angle changes(such as from −π
to π). After the first trajectory planning, we use the solution
obtained from the previous optimization as the initial guess
of the current optimization to greatly speed up the solutions.
Simulation benchmark comparisons with DL-IAPS+PJSO[6]
and TEB[1] in three different scenarios are conducted to
demonstrate the superiority of our algorithm. we also perform
real-world tests with a car-like robot in a garage to validate our
algorithm on real platforms. We summarize our contributions
as:

1) We represent the robot’s trajectory with discrete states,
control inputs, and time intervals, which makes the trajectory
optimization problem simpler and reduce the error caused by
too many approximations.

2) We propose a novel and real-time discrete states-based
trajectory planning method for nonholonomic robots, which
can generate high-quality trajectories with nonholonomic con-
straints and handle gear shifts.

3) We integrate the trajectory planning method into an
autonomous system, and open source the code, aiming to
facilitate future progress in the field of motion planning for
autonomous robots1.

1https://github.com/ziyi-joe/DSTP
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Fig. 1: Illustration of trajectory generated by DSTP.

II. RELATED WORK

The algorithms for trajectory optimization can be classified
into path/speed coupled optimization and decoupled optimiza-
tion.

A. Path/speed Coupled Optimization

Path/speed coupled optimization methods can get better
trajectories, but it also increases the computational complexity.
Zhang et al.[7] propose the optimization-based collision avoid-
ance(OBCA) algorithm, assuming the obstacles are convex
and reformulating the safety constraints and auxiliary decision
variables as a set of smooth constraints. However, the quality
of the solutions is strongly dependent on the initial guess.
To provide an initial solution to help the solving part, Zhang
et al.[8] propose a hierarchical algorithm, H-OBCA, using the
Hybrid A* to compute a coarse path to warm-start OBCA. The
timed elastic band(TEB)[9] introduces temporal information
based on the elastic band[10, 11], taking geometric and
dynamic constraints into account. Now it is extended to car-
like robots[1] and egocentric local planning representation[12].
Li et al.[13] use two circles to cover the vehicle body. Then
the vehicle shrinks to two points by dilating the obstacles.
Besides, trigonometric functions instead of angle constraints
are used to handle angle changes in free space. Han et al.[14]
propose a differential flatness-based trajectory planning and
guarantee safety by confining the full vehicle model to the
corresponding convex safe polygon.

B. Path/speed Decoupled Optimization

The Convex Elastic Smoothing(CES)[2] divides the trajec-
tory optimization problem into path optimization and time
optimization when fixing the other. The curvature constraint
is converted into a quadratic constraint by approximating that
the length of the smoothed path is roughly equal to the input
initial path. However, as shown in [6], the maximum curvature
constraints in CES tend to be invalid when the smoothed
path is much shorter. Based on CES, Zhou et al.[6] propose
dual-loop iterative anchoring path smoothing(DL-IAPS) and
piecewise-jerk speed optimization(PJSO). DL-IAPS performs
path smoothing through inner and outer loops, with the inner
for curvature constrained path smoothing solved by SCP and
the outer for collision avoidance. PJSO divides the entire

trajectory time into segments with the same time interval and
assumes the jerk is constant in each segment. Then the speed
optimization is formulated as a quadratic problem and solved
by OSQP[15]. EGO-Planner[16] first generates the trajectory
with a gradient-based spline optimizer, which formulates the
problem as unconstrained nonlinear optimization with smooth-
ness, collision, and feasibility penalty terms. Then the post-
refinement procedure will reallocate the time if the trajectory
violates dynamical limits.

III. DISCRETE STATES OF NONHOLONOMIC ROBOTS

A. Problem Statement

In this paper, the trajectory is represented by a series of dis-
crete states. At step k of the trajectory, the ego robot’s state can
be described with position pk = [xk, yk]T , orientation θk, lon-
gitudinal velocity vk, longitudinal acceleration ak, and angular
velocity ωk. They can be divided into sk = [xk, yk, θk, vk]
and control inputs ck = [ak, ωk]. In addition, the time interval
between sk and sk+1 is defined as tk and we assume the jerk
and angular acceleration are constant from tk to tk+1

Another thing to note is the orientation angle of robot,
which we often normalize to (−π, π]. However, the orientation
sometimes changes through −π to π(or vice versa), leading
to abrupt angle change. In this paper, we use trigonometric
function to express the equality of two angle. Here we define:

a , b⇐⇒

{
sin a = sin b

cos a = cos b

s1 , s2 ⇐⇒


x1 = x2

y1 = y2

θ1 , θ2

v1 = v2

(1)

There are many kinematic and dynamical constraints non-
holonomic robots. In the remainder of this section, we will
introduce these constraints.

B. Waypoints Constraints

The robot needs to pass through certain waypoints in the
work, such as the start and target positions. Usually, The robot
needs to reach specified states at these path points. For the start
and the goal, we have:

s0 , ss

sn , sg,
(2)

where ss and sg are the start and goal states respectively.

C. Dynamic Feasibility

1) Redundant States Relationship: The states in III-A are
redundant, which indicates that they are not mutually indepen-
dent. The purpose of adding redundant states is to simplify the
optimization problem as we can explicitly write out certain
states such as longitude velocity, acceleration and angular
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Fig. 2: Two circles of radius r are used to cover the whole
robot. ob is at the position of robot p, and of is at L along
the robot’s forward direction. The θ is the orientation angle of
the robot.

velocity of the robot. We can write the relationship between
them according to the dynamics as:

xk+1 ≈ xk +
vkcosθk + vk+1cosθk+1

2
tk

yk+1 ≈ yk +
vksinθk + vk+1sinθk+1

2
tk

vk+1 = vk + aktk +
1

2

ak+1 − ak
tk

t2k

= vk +
ak+1 − ak

2
tk

θk+1 , θk + ωktk +
1

2

ωk+1 − ωk
tk

t2k

, θk +
ωk+1 + ωk

2
tk

∀k ∈{0, 1, 2, ..., n− 1}.

(3)

2) Velocity and Acceleration Limit: The longitude velocity
and acceleration for autonomous robots are always limited
within a reasonable range by physical factors. They can usually
be written simply as the box constrains:

vmin ≤ vk ≤ vmax
amin ≤ ak ≤ amax
∀k ∈{0, 1, 2, ..., n}.

(4)

The box constraint ares quite simple, which limits only the
upper and lower bounds of variables.

3) Curvature Limit: Nonholonomic robots always have
curvature limitations due to their own factors, such as the
steering angle of wheeled robots and roll angle of spherical
robots[17]. The curvature limitations can be written as:

|ωk|
|vk|
≤ κmax

∀k ∈ {0, 1, 2, ..., n},
(5)

where κmax is the maximum curvature of the nonholonomic
robots. Considering that both the linear and angular velocity
of the robot can be negative, we take absolute values for them.

(a) No additional restriction on the last state Pσini

(b) Restrict the last state to the junction of two safe areas

Fig. 3: The two figures show why we need an additional
restriction on the last state of each polygon. As shown in
Fig.3(a), the last state of Ci and the first state of Ci+1 are
both in their corresponding safe zone, while the connecting
line may collide with the obstacle. When the last state Pσini

is confined within the junction, as shown in Fig.3(b), we can
guarantee the robot will not collide with the obstacle.

D. Safety Constraints

As shown in Fig.1, we use the safe flight corridor construc-
tion algorithm in [4] to extract the free space in environments
to generate an x-y 2D safe corridor composed of ζ H-
represented convex polygons. A convex polygon with m half-
spaces is defined as:

C =

m⋂
j=1

Hj = {x ∈ R2|Ax ≤ b}, (6)

where A ∈ Rm×2 and b ∈ Rm are the descriptors of these
m half-spaces. The intersection of these half-spaces forms
a polygon. To ensure that the robot will not collide with
obstacles in the environment, we use two circles of radius r to
cover the entire robot, one of the circle centers is located at the
robot position p as shown in Fig.2. We inflate the obstacles
with radius r before constructing the safe corridor. Therefore,
the robot can be represented by two points:

obi = pi

ofi = pi + L

(
cos θi
sin θi

)
(7)

When constructing a corridor, if polygon Ci has ni initial
path points inside, then we assign ni trajectory states in it, and



4

(a) Without the gear shifting position constraint

(b) With the gear shifting position constraint

Fig. 4: Comparison of whether to add gear shifting position
constraints.

use σik to denote the subscript of kth state within polygon Ci.
Then the safety constraints can be formulated as the points pair
from σi0 to σini are supposed to be inside the corresponding
polygon Ci:

Aiokj − bi ≤ 0

∀i ∈ {0, 1, 2, ...,ζ},∀j ∈ {σi0, σi1, ..., σini
},∀k ∈ {b, f}

(8)

For discrete states, the situation as shown in Fig.3(a) may
occur. Although two points belonging to different polygons are
both within their safe zone, the connecting line may collide
with obstacles. To solve this problem, we place an additional
constraint on the last state of each polygon, ensuring that it is
at the junction of that polygon and the next polygon(except for
the last polygon). Therefore, the constraint for the last state
of each polygon is formulated as:

pσini
∈ Ci ∩ Ci+1 ⇐⇒(

Ai

Ai+1

)
okσini

−
(

bi
bi+1

)
≤ 0,∀k ∈ {b, f}

(9)

E. Gear Shifting Position Constraint

The above formulation is able to apply to forward and
backward situation. However, the speed may do not reach zero
at a specific state as shown in Fig.4. In Fig.4(a), even though
the states in step 24 and 25 meet the curvature constraint,
the velocity changes from positive to negative without zero
point, and the curvature constraint will be violated during this
process. Therefore, We have to ensure that the speed of the
robot to be zero at the shifting position:

vivi+1 ≥ 0,∀i ∈ {0, 1, 2, ..., n− 1} (10)

As we can see, the linear and angular velocities at step25 are
0 in Fig.4(b) after adding the gear shifting position constraint.
Furthermore, the reason why we do not get the shifting point
from the initial path and then limit the speed is that we want
the optimization program determine whether and where to shift
gears.

IV. DISCRETE STATES-BASED TRAJECTORY
OPTIMIZATION

A. Problem Formulation

In Sect.III, we discuss about the discrete states of nonholo-
nomic robots. Since trajectory optimization for nonholonomic
robots is a difficult problem due to its severe non-convexity,
we formulate the trajectory optimization problem as a problem
with several penalty terms and box constraints:

min J = λoJo + λeqJeq + λieJie

s.t. vmin ≤ vk ≤ vmax
amin ≤ ak ≤ amax

tk > 0

∀k ∈ {0, 1, 2, ..., n},

(11)

where Jo is the optimization objective function, Jeq is for
equality constraints, and Jie is for inequality constraints.
λo, λeq, λie are the weights for each penalty terms.

B. Optimization Objective Function

We always want the robots to get the destination smoothly
and quickly. Generally speaking, the smoothness of trajectories
depends on linear and angular aspects. Therefore, we formu-
late the smoothness optimization function with the jerk and
angular acceleration. The jerk j and angular acceleration α
from tk to tk+1 can be written as:

jk =
ak+1 − ak

tk

αk =
ωk+1 − ωk

tk

(12)

Then the optimization goal JO is the integral of the square
of jerk and angular acceleration. The time function is formu-
lated as the sum of all time intervals in order to make the
robot complete the moving task in a shorter time:

Jo =

n−1∑
i=0

(

∫ ti+1

ti

j2i dt+

∫ ti+1

ti

α2
i dt+ δtti)

=

n−1∑
i=0

(
(ai+1 − ai)2

ti
+

(ωi+1 − ωi)2

ti
+ δtti),

(13)

where δt is the time weighting parameter.

C. Equality Constraints

The equality constraints in the problem comes from the
redundant states relationship and waypoints constraints. We
first rewrite (3) for brevity:

sk+1 , f(sk, ck, tk)

∀k ∈ {0, 1, 2, ..., n− 1}.
(14)
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Then we express the equality constraint in terms of a
quadratic penalty:

Jeq =

n−1∑
i=0

‖si+1 − f(si, ci, ti)‖2 + ‖s0 − ss‖2

+ ‖sn − sg‖2
(15)

D. Inequality Constraints

Although box constraints of limited velocity and accelera-
tion are inequality constraints, we have simpler ways to restrict
them than writing in Jie. We will discuss them later, so the
box constraints will not include here.

Other inequality constraints are formulated as:

Jie =

n∑
i=0

δκFκ(vi, ωi) +

ζ∑
i=0

δsFs(Ai,bi)

+

n−1∑
i=0

δvFv(vi, vi+1),

(16)

where Fκ, Fs, Fv are for the curvature constraint, safety con-
straint and gear shifting position constraint, respectively. And
δκ, δs are weights for each terms.

Fκ(vi, ωi) = L(ω2
i − v2i κ2max)

Fs(Ai,bi) =

ni∑
j=0

L(Aipij − bi) + L(Ai+1pini
− bi+1)

Fv(vi, vi+1) = L(−vivi+1)
(17)

We reformulate the curvature constraint (5) due to its
discontinuity at v = 0, and L(·) is a twice continuously
differentiable penalty function.

L(x) =


0 (x <= 0)

x3 (0 < x < xj)

3xjx
2 − 3x2jx+ x3j (x ≥ xj),

(18)

where xj is the demarcation point of the quadratic penalty and
the cubic penalty.

E. Nonlinear Optimization with Box Constraints

The formulated problem in (11) has many quadratic terms.
Therefore, we choose quasi-Newton methods to solve it. L-
BFGS-B was proposed by Byrd et al.[5] for solving large
nonlinear optimization problems with simple bounds as:

min h(x)

s.t. l ≤ x ≤ u
(19)

Here we explain the algorithm briefly. For the problem in
(19), at each iteration, a quadratic model of h at current xk is
formed as

mk(x) = h(xk)+gTk (x−xk)+
1

2
(x−xk)TBk(x−xk), (20)

where gTk and Bk represent the gradient vector and the
positive definite limited-memory Hessian approximated by L-
BFGS[18], respectively.

TABLE I: Performance comparison in different scenarios

Scenario Method
Velocity

(m/s)

Acceleration

(m/s2)

Jerk

(m/s3)

mean max mean max mean max

Maze

(30mx30m)

DSTP 2.27 3.00 0.27 0.92 0.11 0.23

DL-IAPS+PJSO 1.83 3.00 0.32 2.00 0.24 1.00

TEB 2.67 3.00 0.41 2.00 2.04 14.87

Parking Lot

(48mx30m)

DSTP 2.42 3.00 0.21 0.93 0.09 0.21

DL-IAPS+PJSO 1.81 3.00 0.24 2.00 0.20 1.00

TEB 2.71 3.00 0.72 2.00 4.22 15.64

Irregular Map

(60mx40m)

DSTP 2.57 3.00 0.19 0.94 0.08 0.20

DL-IAPS+PJSO 1.88 3.00 0.24 2.00 0.19 1.00

TEB 2.65 3.00 0.88 2.00 4.80 18.62

The generalized Cauchy point xc in the feasible region will
be computed, which is defined as the first local minimizer
of mk(x) along the negative gradient direction. The variables
whose value at xc is at lower or upper bound comprise the
active set A(xc), and minimize mk(x) by the other variables
as an unconstrained problem.

min{mk(x) : xi = xci ,∀i ∈ A(xc)} (21)

The bound constraints for the other variables are satisfied
by truncating the path toward the solution of (21) to obtain the
approximate solution x̄k+1. After that, the line search direction
is determined as dk = x̄k+1 − xk and the steplength will be
calculated by strong Wolfe condition.

To speed up the L-BFGS-B, we use the result of each
solution as the initial guess to warm start the next solution,
which can help us greatly reduce the optimization time during
replanning.

V. EXPERIMENT RESULTS

To evaluate the performance of the DSTP algorithm, we
conducted simulation experiments and real-world tests with a
car-like robot.

A. Simulation Experiments

We compare the proposed algorithm with TEB[1] and DL-
IAPS+PJSO[6] in three different scenarios: maze map(30m×
30m), parking lot(48m×30m) and an irregular map with many
obstacles(60m×40m). Three planners all run twenty times in
each scenario. The maximum velocity and acceleration are set
to 3m/s and 2m/s2, respectively. A head-only L-BFGS-B
library2 is used for DSTP. Hybrid A*[3] algorithm is used for
three planners as the front-end path searching to provide the
initial path.

Trajectories generated by three planners are illustrated in
Fig.5. In order to better compare the efficiency of the three
planners, we draw the average computation time in each
scenario in Fig.6. It should be noted that the time of DSTP is
the time of the first solution, excluding the time of replanning
using the previous solution as the warm start for fairness. The
histogram shows that our algorithm has an obvious advantage

2https://github.com/yixuan/LBFGSpp
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(a) Maze

(b) Parking lot

Proposed

DL-IAPS+PJSO

TEB

(c) Irregular map

Fig. 5: Trajectory visualization in simulation.

in efficiency compared with the other two planners. Even in
the large and irregular random map, the DSTP can complete
the planning in around 70 msec.

The performance statistics including mean and max compu-
tation time, velocity, acceleration, and jerk are shown in Tab.I.
In the three scenarios, the maximum speed and acceleration of

42.63 58.61 67.10 
295.35 325.45 438.73

1982.98

3188.57

5713.67
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T
im

e(
m

se
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Fig. 6: Average computation time comparison of proposed
DSTP-planner against DL-IAPS+PJSO and TEB.

TABLE II: Statistics in Real-world Experiments

Computation Time

(msec)

Velocity

(m/s)

Acceleration

(m/s2)

Jerk

(m/s3)

mean 29.33 1.36 0.25 0.13

max 35.42 2.00 0.64 0.42

the three planners can be all well limited. The average speed
of TEB is the fastest, followed by DSTP. However, due to
the lack of consideration of trajectory smoothing, the average
acceleration and jerk of TEB are far greater than those of PJSO
and DSTP. The average acceleration and jerk of DSTP are the
smallest, which shows that our planner has the lowest control
effort and the smoothest trajectories. Besides, Fig.7 shows the
dynamic profile of the trajectory planned by the proposed
algorithm. The dashed lines denote the limit of maximum
speed and acceleration.

B. Real-World Experiments

To better verify the feasibility and performance of our
algorithm in the real world, we conducted experiments with
a car-like robot in an underground garage, as shown in Fig.8.
The robot starts from an initial state, crosses the garage, and
finally reverses to the goal state. The trajectory executed by
the robot is shown in Fig.9. Obstacle detection and robot
localization are provided by the laser radar installed on the
top of the robot. The maximum velocity and acceleration are
set to 2m/s and 2m/s2, respectively. Statistics in real-world
experiments are quantified in Tab.II. In the 21m×26m garage,
the computation time of DSTP is around 30 msec, which is
acceptable for real-time application. In addition, the robot can
maintain a high speed throughout the whole moving process
without exceeding the maximum speed and acceleration limits,
and ensure smooth movement through a low jerk.

VI. CONCLUSION

In this letter, we present a novel discrete states-based tra-
jectory optimization algorithm. The proposed algorithm uses
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Fig. 7: Visualization of DSTP trajectory planning in irregular map with linear/angular velocity and linear acceleration.

Fig. 8: Real-world experiments with the car-like robot.

the discrete states of the robot to carry out trajectory opti-
mization with kinematics and dynamics constraints. Through
many simulation experiments compared with the other two
planners, we have proved the advantages in efficiency and
trajectory quality of our algorithm. Real-world experiments
are also conducted to validate that our algorithm is efficient
and can maintain a high speed with a smooth trajectory and
low control effort without exceeding the limit velocity and
acceleration. We plan to extend our work to more applications
including 1) autonomous driving in unstructured and structured
environments and 2) highly dynamic environments with many
other fast-moving objects.

The proposed method still has some flaws, for example, the
relationships between states are still approximate, which will
bring errors and is not conducive to trajectory tracking. We
will work on more precise and concise optimization problem
formulations in the future.

REFERENCES

[1] C. Rösmann, F. Hoffmann, and T. Bertram, “Kinody-
namic trajectory optimization and control for car-like

Fig. 9: Trajectory generated by DSTP of a real-world experi-
ment, where red curve is the trajectory followed by the robot
and the cell size is set to 1m× 1m.

robots,” in 2017 IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS), pp. 5681–5686,
IEEE, 2017.

[2] Z. Zhu, E. Schmerling, and M. Pavone, “A convex
optimization approach to smooth trajectories for motion
planning with car-like robots,” in 2015 54th IEEE confer-



8

ence on decision and control (CDC), pp. 835–842, IEEE,
2015.

[3] D. Dolgov, S. Thrun, M. Montemerlo, and J. Diebel,
“Path planning for autonomous vehicles in unknown
semi-structured environments,” The international journal
of robotics research, vol. 29, no. 5, pp. 485–501, 2010.

[4] S. Liu, M. Watterson, K. Mohta, K. Sun, S. Bhattacharya,
C. J. Taylor, and V. Kumar, “Planning dynamically
feasible trajectories for quadrotors using safe flight cor-
ridors in 3-d complex environments,” IEEE Robotics and
Automation Letters, vol. 2, no. 3, pp. 1688–1695, 2017.

[5] R. H. Byrd, P. Lu, J. Nocedal, and C. Zhu, “A limited
memory algorithm for bound constrained optimization,”
SIAM Journal on scientific computing, vol. 16, no. 5,
pp. 1190–1208, 1995.

[6] J. Zhou, R. He, Y. Wang, S. Jiang, Z. Zhu, J. Hu, J. Miao,
and Q. Luo, “Autonomous driving trajectory optimization
with dual-loop iterative anchoring path smoothing and
piecewise-jerk speed optimization,” IEEE Robotics and
Automation Letters, vol. 6, no. 2, pp. 439–446, 2020.

[7] X. Zhang, A. Liniger, and F. Borrelli, “Optimization-
based collision avoidance,” IEEE Transactions on Con-
trol Systems Technology, vol. 29, no. 3, pp. 972–983,
2020.

[8] X. Zhang, A. Liniger, A. Sakai, and F. Borrelli, “Au-
tonomous parking using optimization-based collision
avoidance,” in 2018 IEEE Conference on Decision and
Control (CDC), pp. 4327–4332, IEEE, 2018.

[9] C. Rösmann, W. Feiten, T. Wösch, F. Hoffmann, and
T. Bertram, “Trajectory modification considering dy-
namic constraints of autonomous robots,” in ROBOTIK
2012; 7th German Conference on Robotics, pp. 1–6,
VDE, 2012.

[10] S. Quinlan and O. Khatib, “Elastic bands: Connecting
path planning and control,” in [1993] Proceedings IEEE
International Conference on Robotics and Automation,
pp. 802–807, IEEE, 1993.

[11] S. Quinlan, Real-time modification of collision-free
paths. Stanford University, 1995.

[12] J. S. Smith, R. Xu, and P. Vela, “egoteb: Egocentric,
perception space navigation using timed-elastic-bands,”
in 2020 IEEE International Conference on Robotics and
Automation (ICRA), pp. 2703–2709, IEEE, 2020.

[13] B. Li, T. Acarman, Y. Zhang, Y. Ouyang, C. Yaman,
Q. Kong, X. Zhong, and X. Peng, “Optimization-based
trajectory planning for autonomous parking with irreg-
ularly placed obstacles: A lightweight iterative frame-
work,” IEEE Transactions on Intelligent Transportation
Systems, 2021.

[14] Z. Han, Y. Wu, T. Li, L. Zhang, L. Pei, L. Xu, C. Li,
C. Ma, C. Xu, S. Shen, et al., “Differential flatness-
based trajectory planning for autonomous vehicles,”
arXiv preprint arXiv:2208.13160, 2022.

[15] B. Stellato, G. Banjac, P. Goulart, A. Bemporad,
and S. Boyd, “Osqp: An operator splitting solver for
quadratic programs,” Mathematical Programming Com-
putation, vol. 12, no. 4, pp. 637–672, 2020.

[16] X. Zhou, Z. Wang, H. Ye, C. Xu, and F. Gao, “Ego-

planner: An esdf-free gradient-based local planner for
quadrotors,” IEEE Robotics and Automation Letters,
vol. 6, no. 2, pp. 478–485, 2020.

[17] Z. Zhang, Y. Wan, Y. Wang, X. Guan, W. Ren, and
G. Li, “Improved hybrid a* path planning method for
spherical mobile robot based on pendulum,” Interna-
tional Journal of Advanced Robotic Systems, vol. 18,
no. 1, p. 1729881421992958, 2021.

[18] D. C. Liu and J. Nocedal, “On the limited memory
bfgs method for large scale optimization,” Mathematical
programming, vol. 45, no. 1, pp. 503–528, 1989.


	I Introduction
	II Related Work
	II-A Path/speed Coupled Optimization
	II-B Path/speed Decoupled Optimization

	III Discrete States of Nonholonomic Robots
	III-A Problem Statement
	III-B Waypoints Constraints
	III-C Dynamic Feasibility
	III-C1 Redundant States Relationship
	III-C2 Velocity and Acceleration Limit
	III-C3 Curvature Limit

	III-D Safety Constraints
	III-E Gear Shifting Position Constraint

	IV Discrete States-Based Trajectory Optimization
	IV-A Problem Formulation
	IV-B Optimization Objective Function
	IV-C Equality Constraints
	IV-D Inequality Constraints
	IV-E Nonlinear Optimization with Box Constraints

	V Experiment Results
	V-A Simulation Experiments
	V-B Real-World Experiments

	VI Conclusion

