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Abstract 
We de$ne a measure of “observability” of 
robot motion that can be used in evaluating 
a hand/eye set-up with respect to the ease of 
achieving vision-based control. This eztends 
the analysis of “manipulability” of a robotic 
mechanism in [9] to incorporate the effect of 
visual features. We discuss how the observ- 
ability measure can be applied for active cam- 
era placement and for robot tmjectory planning 
to improve the visual servo control. We use 
the examples of a planar &DOF arm and a 
PUMA-type 3-DOF arm to show the variation 
of the observability and manipulability measure 
with respect io  the relative position of the ac- 
tive camera. 

1 Introduction 

The integration of computer vision with robot mo- 
tion control has steadily progressed, from early look 
and move systems in which vision w a ~  used to rec- 
ognize and locate an object prior to its manipulation 
to current systems in which visual feedback is incor- 
porated directly into the control feedback loop [l, 5, 
SI. Vision helps in overcoming uncertainties in mod- 
eling the robot and its environment, thereby increas- 
ing the scope of robot applications to include tasks 
that were not possible without sensor feedback, for ex- 
ample welding 131. At the same time, incorporation 
of visual feedback into the robot control raises many 
theoretical and practical questions that are unique to 
the use of computer vision. Resolving the issues in- 
volved lead to a variety of different approaches to the vi- 
sual servo control or robot hand/eye coordination prob- 
lem. In particular, an important distinction that can 
be made is that of the feedback representation mode, 
which can be either position-based or image-based [2, 

For visual servoing a set of image features are used 
to control the motion of the robot. Assuming that a set 
of appropriate image features are visible (and extracted 
using a suitable vision algorithm), the question that we 
are concerned with here is how will the features change 

SI. 

with the motion of the robot. If a large motion of the 
robot produces very little change in the visual features 
then it may be difficult to use the differential change 
in the measured features to drive the robot. Hence we 
need some quantitative measure of the ability to observe 
changes in the image features with respect to  differential 
motion of the robot. 

Similar concern with respect to the differential 
change in the end-effector position (and orientation) rel- 
ative to change in the joint configuration resulted in 
the definition of the term manipulability [9] or dederity 
[4]. These measures, which depend on the particular 
robot mechanism and its posture, capture a sense of 
how far the robot is from a “singular” configuration. 
For robot control singular configurations are undeeir- 
able, since at those configurations the ability to move 
along one or more dimensions of the task space is lost. 
The manipulability measures are thus used in daigning 
the robot mechanism and in determining the optimal 
configuration with respect to robot control. We extend 
these ideas to the situation when the camera is part of 
the hand/eye setup. The purpoae of the “observabil- 
ity” measure is to quantify the goodness of a particular 
camera-manipulator juxtaposition. Such a measure can 
then be used to  guide the placement of a camera, to plan 
the motion of an active camera for a given manipulator 
trajectory, or to  plan the motion of the manipulator for 
a given camera position. 

2 
As is standard in much of the robotics literature, we use 
q to represent the configuration of the robot. The space 
of all configurations of the robot (i.e. the configuration 
space) is represented by C. We will assume that C is 
an n-dimensional space (which implies an ta degreeof- 
freedom robot). The task space of the robot, i.e. the 
set of positions and orientations that the robot tool can 
attain, will be denoted by W = Rs x SO(3). We will 
use r E W to denote an element of the task space. In 
the remainder of this section, we show how the robot’s 
task space can be mapped to the camera’s visual feature 
space and then we will consider the mapping from the 
robot’s configuration space to the visual feature space. 

If the robot is within the field of view of the cam- 
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era, then an image of the robot end-effector will be 
formed on the camera image plane. We assume that the 
projective geometry of the camera is modeled by per- 
spective projection. We define the term visual feature 
to mean any real valued parameter that can be calcu- 
lated from the projection of the robot on the camera 
image plane. Examples of visual features include the 
image plane coordinates of a point in the image, the 
area of a projected surface (e.g. the number of pixels 
in the projected surface), and the angle between pro- 
jected edges. In general, a visual feature corresponds to 
the projection of some structural feature of the robot 
or to the relationship between the projections of multi- 
ple structural features of the robot. For example, the 
image plane coordinates of the projection of a vertex 
define two visual features. Likewise, the distance in the 
image plane between the projections of two vertices d e  
fines a visual feature (other examples are given in [8, 

Prior to executing or planning visually controlled mo- 
tions, the particular set of visual features that will be 
used must be chosen. A discussion of some of the issues 
related to feature selection can be found in [2]. Once 
we have chosen the set of k visual features that will be 
used for control, we can define a visual feature vector 
v = (V I  . -U,). Since each vi is a (possibly bounded) 
red valued parameter, we have U = ( V I  - - . v k )  E V 5 
!Rk, where V represents the space of visual feature vec- 
tors. We will refer to V as the visual feature space. 

We represent the mapping from the position and ori- 
entation of the robot end-effector to the corresponding 
visual features by using the projective geometry of the 
camera by the function v 

For example, if V C 9' is the space of i , j  image plane 
coordinates for the projection of the gripper tool center, 
then v(r) = (z>(r),zi(r)), where xi(.) and si(.) are 
the coordinates of the projection of the tool center. 

For visual servo control, it is necessary to relate dif- 
ferential changes in the visual features to differential 
changes in the position of the robot. The image Jaco- 
bian captures these relationships. In particular, the im- 
age Jacobian, J, is a linear transformation from Tr(W), 
the tangent space of W at r, to Tv(V), the tangent 
space of V at v 

21). 

v : W + V .  (1) 

We will refer to ir E TV(V) as an visual feature ve- 
locity. The image Jacobian is given by 

: I .  (3) 

By the implicit function theorem [TI, if, in some 
neighborhood of r, m 5 k and rank(J,) = m, we can 

express the Coordinates vm+l . . . V k  as smooth functions 
of V I .  . . U,. From this, we deduce that in order to track 
motion with m degrees of freedom, m < k implies that 
there are k - m redundant visual features. Typically, 
this will result in a set of inconsistent equations (since 
the k visual features will be obtained from a computer 
vision system, and therefore will likely be noisy). The 
implicit function theorem essentially gives us license to 
deal locally with the visual feature space in terms of 
an m-dimensional coordinate map by locally projecting 
V onto an m-dimensional subspace. Therefore, when 
m 5 k and rank(J,) = m, we may apply the inverse 
function theorem to deduce that locally, an inverse v-l 
exists, and is smooth. 

Above, we have indicated that J, is a function of 
the paeition of the moving object, r, where r is given 
in camera coordinates. In the case where the camera 
is allowed to move, possibly an eye-in-hand system or 
an active vision system, it is convenient to express both 
the position of the object and the position of the cam- 
era with respect to some external fixed frame. In this 
case, we can reformulate the feature mapping and visual 
Jacobian as follows: 

v : c, x w + V 
where C, represents the configuration space of the cam- 
era. Often Cc will be defined in terms of the position of 
the lens center and the orientation of the image plane of 
the camera, expressed in terms of pan and tilt angles. 
In this case, we will explicitly represent the dependence 
of the visual feature values on camera parameters using 
the notation v(qc, r). 

As can be seen from equation (2), the image space 
velocity is a linear combination of the columns of the 
image Jacobian. Therefore, if the rank of J, drops below 
m, there will be certain visual feature velocities that are 
not possible, i.e. it is a singularity in the mapping from 
the task space to the visual feature space. 
3 Observability of Robot Motion 
As mentioned earlier, our goal in this paper is to present 
a quantitative value for the observability of an object's 
(possibly a robot manipulator) motion, given that the 
motion is determined by the observation of a set of vi- 
sual features. We introduce such a measure, wv which is 
motivated by the manipulability measure first presented 
in [91, and 

(4) 

wv = Jd.t(J,JT,. ( 5 )  
We now study the physical meaning of the observabil- 

ity measure. Consider the set of all robot end-effector 
velocities i such that 

It can be shown that the corresponding set of visual 
feature velocities is given by the set of all i such that 

11i11 = ( i l  + +' + . . . i ,)l/'  5 1 (6) 

+T(~:)T~.+ 1, (7) 
where JvP is an appropriate pseudoinverse of J,. Equa- 
tion (7) defines a hyper-ellipsoid in the visual feature 
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Figure 1: The observability ellipsoid in the visual fe& 
ture space. 

E= [ u2 - . 

space (Fig. 1), which we shall refer to as the observ- 
ability ellipsoid. The dimensions of the observability 
ellipsoid provide a quantitative evaluation of the ob- 
servability of the robot motion given by :. The volume 
of the observability ellipsoid is given by K d q ,  
or Kw, , where K is a scaling constant that depends on 
the dimension of the ellipsoid. This volume provides a 
concise and intuitively pleasing measure of observabil- 
ity. Additional insights can be gained by examining the 
principal axes of the observability ellipsoid. Consider 
the singular value decomposition of J, 

0 1  (10) 

J, = UCVT. (8) 
where 

0 "-1 
It can be shown that the observability ellipsoid given 

by (7) has principal axea ulu1, u2up . . . UkUk, and that 
the observability can be defined in terms of the singular 
values as 

w, = C T ~ U ~ . . . U , ,  with s = min(h,m) 

We now present several observatione which are anal- 

0 In general, wu = 0 holds if and only if rank(J,) < 
m, (i.e. for singularitiea in v), 

0 When k = m (i.e. when there are no redundant 
features) wv = Idet(J.)I. 

0 Suppose that there is some error in the measured 
visual feature velocity, A+. We can bound the cor- 
responding error in the computed object velocity, 
A:, by 

ogous to thoee given for manipulability in [9]. 

4 Optimiration of Active Camera Position 
We bridy formalize the problem of optimal camera 
placement with respect to our measure of obeervabil- 
ity tuu. We only add" ieauea related to observability 
of motion, and do not address h u e s  related to other 
criteria, e.g. occlusion, field of view, depth of field, f* 
cus, etc.. Thew iaeuea have been addressed in [SI. In 
fact, the methods presented in [SI produce a set of con- 
straints on camera position and orientation. These can 
be used as additional constraints in the optimization 
process discussed here. 

We will address two problems: (1) optimal camera 
placement for a fixed camera system that is used to 
control a robot performing some predetermined motion, 
e.g. a robot grasping an object, and (2) planning an 
optimal camera trajectory for use by an eye-in-hand 
system, e.g. an eye-in-hand system monitoring a second 
robot performing a task. 

In order to perform the optimization, we posit the 
following cost functional: 

where qe is a vector of camera parameters that de- 
terminea the camera position and orientation, r(t) is 
the parameterized trajectory followed by the robot end- 
effector, and the integral is taken over the duration of 
a given trajectory. With this formulation, the problem 
of optimal camera placement reduces to finding q: such 
that 

c m t ( 4 )  = QcEC. min - I (wv(r,q,))dt. 

When other viewpoint constraints are taken into ac- 
count, such as those given in [6], C, would be restricted 
to the set of valid camera cofigurations. 

For an eye-in-hand system, the problem is more dif- 
ficult. In this case, we must choose a camera trajectory, 
qz(t), such that 

cost(qa(-)) = min - w,(r,q,))dt. (15) 
Qd.1 
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These formulations represent very difficult optimiza- 
tion problems. Therefore, it may be more expedient to 
proceed with a simplified analysis. For example, for a 
fixed camera, we might choose to use 

cost,(q:) = min mtax(-wv(r, qc)). 
QaECc 

In general, this class of problems can only be solved by 
placing strict limitations on the class of trajectories that 
are permitted for the active camera. 
5 Combining Observability & Manipulability 
The system designer is often free to choose where in the 
robot workspace a particular task is to be performed. In 
such cases, it is desirable to choose the robot trajectory 
and the camera location so that both observability and 
manipulability are optimized. Manipulability was first 
introduced in [9], and is defined as 

w, = Jd.tcJ.JT, (17) 
where J, is the manipulator Jacobian matrix, and 

i =  J,q (18) 
is the expression relating the robot joint velocities, 4, 
to the velocity of the end effector, i. 

Combining (18) and (2) we obtain 
i = J,,J,;1 (19) 

Let J, = J,J, denote the composite Jacobian matrix. 
We now define a measure, wc, which combines the effect 
of manipulability and observability, and is given by 

wc= J-. (20) 
We note that, in general, wc # wvw,, except in the 

special non-redundant case when n = m = k. The 
equality (we = wvw,), in fact, is achieved in this case 
because both the manipulator Jacobian J, and the im- 
age Jacobian J, are square matrices. 

The composite Jacobian J, relates differential 
changes in joint positions of the robot to differential 
changes in the observed visual features. In particular, 
consider the set of all joint velocities ;1 such that 

11411 = (41 + 42 + . . .&p2 5 1. (21) 

(22) 

It can be shown that the corresponding set of visual 
feature velocities is iven by the set of all i such that 

where J: is an appropriate pseudoinverse of J,. 
Thus, we once again obtain an observability ellipsoid, 

but in this case, the dimensions of the observability el- 
lipsoid provide a quantitative evaluation of the observ- 
ability of the joint motion given by 4. 

A second approach to the the simultaneous optimiza- 
tion of observability and manipulability is to formulate 
a cost functional that allows us to independently con- 
sider observability and manipulability. We can modify 
the cost function given in (13) to include manipulability, 

i 9 (J:)~J=; 5 1, 

cost(r, qc) = - Jpv(wv(r, qc)) + kr(wr(r))ldt (23) 

where k, and k, are constants that allow us to weight 
the relative importance of observability and manipu- 
lability. The advantage to this formulation is that it 
allows us to decouple the tasks of robot trajectory plan- 
ning and camera trajectory planning. 
6 2-DOF Planar Arm 
We consider a two-link planar arm (Fig. 2), where the 
task space can be described by P ( X , Y ) ,  a point on the 
robot's end-effector and the joint space is described by 
(el,&). The camera position is described by the spher- 
ical coordinates (&e,+) while the orientation of the 
camera is fixed such that its optical axis is maintained 
parallel to the 2 axis. Now, for visual servo control of 
the ZDOF planar robot, two image parameters would 
be sufficient, as described earlier. We consider the im- 
age of the point P, given by (U, U) to be the feature to be 
tracked and used for visual control. For this situation 
we will analyze how the manipulability and observabil- 
ity vary for different positions of the active camera and 
the trajectory of the camera. We use the notation in- 
troduced earlier and omit the details of the derivation 
for brevity. z .  

Figure 2: The relative position of the camera and the 
2-DOF Planar Arm 

l2 + 1 il el + i2 cos(el + e2) 
J , =  [ -l1 sin el - l2 sin(O1 + 02) -12 sin(& + 02) 

The manipulability, Wr = Idet(J,)I = 11121 sin821 

The Observability, wv = Idet(J,)I = & 
For this example we consider only the non-redundant 

case where both J, and J, are square matrices, thus we 
simplify Equation 20 to combine the observability and 
manipulability, giving 

Fig. 3 shows the variation of wc with the two camera 
parameters R (varied from 30 to 40 unit distance) and 0 
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Figure 3: Variation of wc with different camera posi- 
tions (planar robot). 

varied from 0 to n/3, for a particular pose of the robot 
02 = r/2; I1 = 12 = 10; f = 1). In this simple caae 

we can see that observability would increase as either 
R or 8 decreases. A singular position is reached when 
the 0 = ~ / 2 ,  or the the axis of the camera lies on the 
X - Y plane. 

Figure 4: Variation of we for a given camera and robot 
trajectory (planar robot). 

Fig. 4 shows the variation of the combined manipula- 
bility and observability measure we against a variation 
of the camera parameter 8 (hm 0 to r / 3 ,  with fixed R 
= 100) and a circular trajectory of the end effector of 
the robot as traced by changing 82 @om 0 to T ) ,  with 
O1 h e d .  As discussed in the previous section, an effec- 
tive trajectory planning strategy using a cost function 
that uses w, would be one along the m e a  of surface 
in Fig. 4. 

7 3-DOF PUMA-type Arm 
In this section we consider a Puma-type robot with 
three degrees of freedom (Fig. 5). The task space is de- 
scribed by P(X, Y, Z), the position of a point in the end 
effector, while the joint space is described by (81,02,0s) 
the three joint angles. Unlike the previous case here 
we consider a more complicated motion of the cam- 

=3 

Figure 5: The relative position of the camera and Puma 
3-DOF Arm 

era, where its orientation changes but the optical axis 
passes through the origin of the common coordinate sys- 
tem, as shown in Fig. 5. This constraint on the camera 
helps us to describe its motion with the help of only 
three parameters-the spherical coordinates of its posi- 
tion (R, e,$) even though the actual orientation of the 
camera is also changed. For achieving the necessary 
servo control we need to track three image features. We 
consider two points on its end effector (PI and P2 of 
Fig. 5), and describe the feature space in terms of the 
z and y image coordinates of the first point and the z 
coordinates of the second point. 

Figure 6: Variation of wc with different camera posi- 
tions (puma robot). 

To compute the manipulability and observability 
measures, we first compute the manipulator Jacobian 
J, and the image Jacobian J, and then compute their 
determinants to compute w, by a simple product be- 
cause both J, and J, are square matrices. We omit the 
details of the derivation due to lack of space. Instead 
we show the plot of the variation of we with parame- 
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terized variation of the camera postion in Fig. 6 with a 
fixed pose of the robot. Next we plot the variation of 
wc with both the position of the camera (e) while the 
robot end effector traces a trajectory defined by a pa- 
rameterize change of all three robot joint angles from 0 
to  T in equal increments. A study of the variation shows 
clearly the influence of the relative position of the cam- 
era and the robot end effector. It would also serve to 
motivate the effectiveness of the measure of observabil- 
ity (along with manipulability) to steer the robot away 
from singularities, and perhaps even use the measure as 
part of trajectory optimization. This would ensure the 
best use of the observability within the constraints of a 
given task. 

Figure 7: Variation of w, for a given camera and robot 
trajectory (puma robot). 

8 Discussion and Conclusions 
Observability represents a single scalar measure corre- 
sponding to the volume of the observability ellipsoid at 
a particular configuration. Thus it can only capture 
certain aspect of the ease of visual control. [4] gives a 
very good discussion of the physical meaning and short- 
comings of the various dexterity measures which can be 
applied to the observability measure presented in this 
paper as well. 

The measure of observability relates only a local 
property of the handleye setup which is important for 
visual servo control. However, if the same camera is 
to be used for other aspects of the task, for example, 
exploring [SI and task monitoring [lo] then global opti- 
mization problems analogous to the ones posed in sec- 
tions 4 and 5 would need to be solved. The optimization 
over an entire task may be hard to achieve thus should 
motivate approximate techniques that give the most im- 
portance to the critical parameters in determining the 
camera position at a given time. 

Despite its shortcomings, the measure of observabil- 
ity that we introduce captures a very basic property of 
relative camera position in a hand/eye setup. It has a 
very intuitive meaning and helps to provide a formal 
basis for positioning a camera relative to a robot, in 

controlling an active camera, and in trajectory plan- 
ning of the robot. It would enable one to achieve the 
optimal way of capturing the changes in the features for 
a given change in the robot position thus improving vi- 
sual servo control. The examples presented in the paper 
should help in explaining the utility of the measure. Be- 
sides the applications discussed, the observability could 
also be used for selecting the set of image features from 
a candidate set for actually controlling the robot. Fur- 
ther research is needed to show how the measure can 
actually be incorporated in the robot/camera trajec- 
tory planning to give tractable results. But the results 
in this paper should provide an important step toward 
realizing the full potential of having an active camera 
for visual servo control. 
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