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Abstract

This paper describes the application of Artificial Intdli-

genre planning techniques to the problem of antenna track

plan generation for a NASA Deep Space CommunicationJ

Station. The described system enables an antenna com-

municatiwnJ station to automatically re,pond to a set of

tracking goals by correctly configuring the appropriate hard-

ware and software to provide the requested communication

services. To perform this task, the Automated Scheduling

and Planning Environment (ASPEN) has been applied to

automatically produce antenna tracking plans that are tai-

lored to support a set of input goals. In this paper, we de-
scribe the antenna automation problem, the ASPEN plan-

ning and scheduling system, how ASPEN iJ used to gen-
erate antenna track plans, the results of several technology

demonstrations, and future work utilizing dynamic plan-

ning technology.

1 Introduction

The Deep Space Network (DSN) (JPL 1994) was es-
tablished in 1958 and since then it has evolved into

the largest and most sensitive scientific telecommu-

nications and radio navigation network in the world.

The purpose of the DSN is to support unpiloted inter-

planetary spacecraftmissions and support radio and

radar astronomy observationsinthe explorationofthe

solarsystem and the universe. There are three deep

space communications complexes, located in Can-

berra, Australia,Madrid, Spain, and Goldstone, Cal-

ifornia.Each DSN complex operates four deep space

stations- one 70-meter antenna, two 34-meter anten-

nas, and one 26-meter antenna. The functionsof the

DSN are to receivetelemetry signalsfrom spacecraft,

transmit commands that controlthe spacecraftoper-

ating modes, generate the radio navigationdata used

to locateand guide the spacecraftto itsdestination,

and acquire flightradio science,radio and radar as-

tronomy, very long baselineinterferometry,and geo-

dynamics measurements.

From itsinceptionthe DSN has been driven by the

need to createincreasinglymore sensitivetelecommu-

nicationsdevicesand bettertechniquesfor navigation.

The operation ofthe DSN communications complexes

requiresa high levelof manual interactionwith the

devices in the communications link with the space-

craft.In more recenttimes NASA has added some new

driversto the development ofthe DSN: (1)reduce the

cost of operating the DSN, (2) improve the operabil-

ity,reliability,and maintainabilityof the DSN, and

(3) prepare for a new era of space exploration with

the New Millennium program: support small,intelli-

gent spacecraftrequiringvery few mission operations

personnel (R. Hillet al.1995).

This paper addresses the problem of automated

track plan generation for the DSN, i.e. automati-

cally determining the necessary actions to set up a

communications link between a deep space antenna

and a spacecraft. Similar to many planning prob-

lems, track plan _enerationinvolveselements such as

subgoaling to aclffevepreconditionsand decomposing

high-level(abstract)actions into more detailedsub-

actions.However, unlikemost classicalplanning prob-

lems, the problem of track generation iscomplicated

by the need toreason about issuessuch asmetric time,

DSN resourcesand equipment states.To address this

problem, we have applied the Automated Scheduling

and Planning Engine (ASPEN) to generate antenna

track plans on demand.

ASPEN (Fukanaga et al. 1997) isa generic plan-

ning and scheduling system being developed at JPL

that has been successfullyappliedto problems inboth

spacecraftcommanding and maintenance scheduling

and isnow being adapted to generate antenna track

plans.ASPEN utilizestechniquesfrom ArtificialIntel-

ligenceplanning and scheduling toautomatically gen-

eratethe necessaryantenna command sequence based

on input goals. This sequence isproduced by utiliz-

ing an "iterativerepair"algorithm (Minton &: John-



ston 1988; Zweben et al. 1994), which classifies con-

flicts and resolves them each individually by perform-

ing one or more plan modifications. This system has

been adapted to input antenna tracking goals and au-

tomatically produce the required command sequence

to set up the requested communications link.

This work is one element of a far-reaching effort

to upgrade and automate DSN operations. The AS-
PEN Track Plan Generator has been demonstrated in

support of the Deep Space Terminal (DS-T), which

is a prototype 34-meter deep space communications

station intended to be capable of fully autonomous

operations (Fisher et al. 1998; 1999).

This rest of this paper is organized in the follow-

ing manner. We begin by characterizing the current

mode of operations for the DSN, and then describe the

track plan generation problem. Next, we introduce the

ASPEN planning and scheduling system and describe

it's modeling language and search algorithm(s). We

then present an operations example of using this sys-

tem for track plan generation and discuss several suc-
cessful demonstrations that were performed with Mars

Global Surveyor using a 34-meter antenna station in
Goldstone, CA. Finally, we discuss some related work

and describe current efforts to expand this system to

incorporate a dynamic planning approach which will
allow for closed-loop control and automatic error re-

covery when executing a DSN antenna track.

2 How the DSN Operates

The DSN track process occurs daily for dozens of dif-

ferent NASA spacecraft and projects which use the

DSN to capture spacecraft data. Though the pro-

cess of sending signals from a spacecraft to Earth is

conceptually simple, in reality there are many earth-

side challenges that must be addressed before a space-

craft's signal is acquired and successfully transformed
into useful information. In the remainder of this sec-

tion, we outline some of the steps involved in providing

tracking services and in particular discuss the problem

of track plan generation.

The first step in performing a DSN track is called

network preparation. Here, a project sends a request

for the DSN to track a spacecraft involving specific

tracking services (e.g. downlink, uplink). The DSN
responds to the request by attempting to schedule the

necessary resources (i.e. an antenna and other shared
equipment) needed for the track. Once an equipment

schedule and other necessary information has been

determined, the next step is the data capture pro-

cess, which is performed by operations personnel at

the deep space station. During this process, operators

determine the correct steps to perform the following

tasks: configure the equipment for the track, perform

the actual establishment of the communications link,

and then perform the actual track by issuing control

commands to the various subsystems comprising the

link. This process can be viewed as a problem of soft-

ware module reconfiguration (Chien et al. 1998) where

a set of activities is reconfigured (e.g. activities are

swapped in and out, sequenced, parameterized) in or-

der to provide control scripts for antenna commanding
and control.

After a track has been generated it is then exe-

cuted at the station. Throughout the track operators

continually monitor the status of the link and han-

dle exceptions (e.g. the receiver break lock with the

spacecraft) as they occur. All of these actions are cur-

rently performed by human operators, who manually

issues tens or hundreds of commands via a computer

keyboard to the link subsystems. This paper discusses

the application of the ASPEN planning system to au-

tomaticaUy generate DSN track plans (i.e. the steps
necessary to setup and perform the requested track)

and dramatically reduce the need for many manual

steps.

3 Track Plan Generation: The

Problem

Generating an antenna track plan involves taking a

general service request (such as telemetry - the down-
link of data from a spacecraft), an antenna knowledge-

base (which provides the information on the require-

ments of antenna operation actions), and other project

specific informatiqm (such as the spacecraft sequence

of events), and then generating a partially-ordered se-
quence of commands. This command sequence will

properly configure a communications link that enables

the appropriate interaction with the spacecraft. To
automate this task, the ASPEN planning and schedul-

ing system has been _pplied to generate antenna op-

eration procedures on demand.

ASPEN has been adapted to use high-level antenna

track information to determine the appropriate steps,

parameters on these steps and ordering constraints on

these steps that will achieve the input track goals. In

generating the antenna track plan, the planner uses

information from several sources (see Figure 1):

Project Service Request- The service request specifies

the DSN services (e.g. downlink, uplink) requested by

the project and corresponds to the goals or purpose of
the track.



ProjectSOBI
A constraint management system for representing

and maintaining antenna and/or spacecraft oper-

ability and resource constraints, as well as activity

requirements

• A set of search strategies

• A temporal reasoning system for expressing and

maintaining temporal constraints

• A graphical interface for visualizing

plans/schedules

A brief introduction into the ASPEN modeling lan-

guage is given below. For more details on ASPEN, see

(Fukanaga et al. 1997).

Figure 1: ASPEN Inputs and Outputs 4.1 Modeling Language

Project SOE-. The project sequence of events (SOE)

details spacecraft events occurring during the track -

including the timing of the beginning and ending of

the track and spacecraft data transmission bit rate

changes, modulation index changes, and carrier and

subcarrier frequency changes.

Antenna Operation._ KB- The Antenna Operations

Knowledge Base stores information on available an-

tenna operations actions/commands. This KB dic-

tates how actions can be combined to provide essen-

tial communication services. Specifically, this includes

information such as action preconditions, postcondi-

tions, and command directives and also includes any
other relevant information such as resource and state

descriptions

Equipment Configuration- This configuration details

the types of equipment available and includes items

such as the antenna, antenna controller, the receiver,
etc.

4 The ASPEN Modeling Language

and Search Algorithm

ASPEN is a reusable, configurable, generic planning/

scheduling application framework that can be tailored
to specific domains to create conflict-free plans or

schedules. It's components include:

• An expressive modeling language to allow the user

to naturally define the application domain

The ASPEN modeling language allows the user to de-

fine activities, resources, and states which describe a

particular application domain. A domain model is in-

put at start-up time, so modifications can be made to

the model without requiring ASPEN to be recompiled.

The modeling language has a simple syntax, which can

easily be used by operations personnel. Each applica-

tion model is comprised of several files which define

and instantiate activities, resources, and states.

The central data structure in ASPEN is an activity.

An activity corresponds to the act of performing a cer-

tain function (e.g. configuring the antenna receiver)

and represents an action or step in a plan/schedule.

Once instantiated it has a start time, an end time, and

duration. Activities can also use one or more resources

and reason about domain states. Figure 2 shows sev-

eral activity defim_ions utilized for antenna-track plan

generation. Shown is a "Pre_track" activity that in-

troduces into the plan the steps required to set up
the antenna and subsystems for the actual track, and

an "Acquire_sigual" activity that uses the antenna re-

ceiver to acquire the spacecraft signal.

Activity parameters are used to store values in ac-
tivities or reservations. Lines 8 and 9 contain param-

eters that specify the number of communication chan-

nels (or ways) utilized in the track and the time the

track began. Parameter values can be set in an ac-

tivity definition, passed in from other activities, or as
in this case, determined by checking the value of a

particular state (as shown on lines 10 and 11). These

parameter values are then later referenced when gen-
erating the actual command that will execute this step

in the final antenna track plan.

Activities can also contain decompositions, as

shown in the first activity definition in Figure 2. This
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Activity Pre_track (
Decompositions -

(Bagln_pre_track, Confi_pLre_subsystems, Point_smtenna, On_point_check,
Start_APC where ordered)

};

Activity Acquire_signal {
int way;

t imm_param bet_time;
T/moline_dependencies =

bot_timm _-- bot_time.sv, way _-- way_sv;
reservations =

BVR,

Intennuv must_be "on_polnt",
SiEnal_sv change_to "acquired" ;

};

Figure 2: ASPEN ActivityExamples

activitycontains a decomposition intoseveralsubac-

tivities(e.g. Configure_subsystems, Point_antenna).
These subactivitiesare activitiesthat can be sched-

uled any time within the parent activitytime interval

subject to any constraintswithin the subactivitydef-

initions. Thus as soon as a "Pre_track" activityis

instantiatedin a plan, it'ssubactivitiesare also in-

stantiated. Decompositions may also be "ordered",

such as the one shown here, where allsub-activities

must occur in the order specified.

Reservations are used to reserve a portion of a re-

source or state for the duration of an activity. The sec-

ond activity in Figure 2 contains a reservation on the

Block-V Receiver (BVR). There are. two main types

of resource reservations in ASPEN: atomic and aggre-

gate. Line 13 of Figure 2 shows an example of an
atomic reservation that reserves the BVR for the du-

ration of the activity. No other activities can use the

BVR during this time. An example of an aggregate

reservation would be to use N units of power or fuel

or some other depletable resource.

State reservations can be used to require a cer-

tain state be true or change the value of a state vari-

able. Line 14 of Figure 2 requires that the antenna

be "on_point" (indicating that the antenna is pointing

at the correct set of coordinates) before attempting

to acquire the spacecraft signal. Line 15 changes the

state of the signal state variable to "acquired" indi-

cating that the spacecraftsignalhas been successfully

acquired by the receiver.

One other utilizedfeature that is not shown is

temporal constraintsbetween activities.Examples of

these constraintsare: starts_before,starts_after,con-

tains,etc. These constraintscan be used to specify

partial orderings over certain activities. For example,
in the antenna model, it's specified that the activity

for generating receiver predicts (where predicts dic-

tate settings for the receiver) must be ordered before

the activity which delivers the predicts to the receiver

(e.g. Generate_bvr_predicts ends_before start of De-

liver_bw_predicts).

Besides activities, other defined model elements in-
clude resources and states. Resource definitions con-

tain a profile of a physical resource over time. There

are three main types of resources: atomic, depletable,

and non-depletable. Atomic resources are physical de-

vices that can only be used (reserved) by one activity

at a time, such as a receiver or antenna controller. De-

pletable resources are resources that can be used by

more than one activity at a time, but their capabil-

ity is diminished after use, such as a battery or other

power source. Non-depletable resources are similar to

depletable resources except that their capacity does

not diminish and thus they do not need to be replen-

ished, such as memory bus. Most of the resources

utilized for antenna track plan generation are atomic

resources that represent different pieces of equipment.

A device or subsystem may also be represented by

a state variable that gives information about its state
over time. A state variable contains a state profile,

which is defined as an enumerated type. Some ex-

amples of possiblestatesare that an antenna can be

"on_point', "off_point"or "stowed", a receivercan

be "locked" or "unlocked" and the Conscan subsys-

tem can be "on" or "off."States can be reserved or

changed by activitiesand a statevariablemust equal

some stateat every time. Also, ifthere are several

differentstatespossiblefora particularstatevariable,



allowablestate transitionscan be definedwhere only

certaintransitionsbetween those statesare possible.

4.2 Conflict Detection

Conflictsarisewithin a plan when a constrainthas

been violated. This constraintcould be temporal or

involve a parameter, resource or state. In order to

reason about temporal constraints,ASPEN utilizesa

Temporal Constraint Network (TCN) that describes

temporal relationshipsbetween activities.The TCN

can be queried as to whether the temporal constraints

currently imposed between activitiesare consistent.

Also used isa Parameter Dependency Network (PDN)

that reflectsany defined dependencies between activ-

ity parameters. A dependency between two param-

etersis defined as a function from one parameter to

another. These dependencies are maintained by the

PDN which checks that at any given time alldepen-

dency relationsare satisfied.

Resource timelines are used to reason about the

usage of physical resources by activities.Conflicts

are detected iftwo or more activitiesare utilizingan

atomic resource at the same time or ifthe aggregate

usage of a resource exceeds itscapacity at any given

time. State timelinesrepresent attributes,or states,

that can change over time where each statecan have

severalpossiblevalues.As activitiesareplaced/moved

in time, the state tirnelineupdates the values of the

state,and detectspossibleinconsistenciesor conflicts

that can be introduced as a result.

4.3 Planning/Scheduling Algorithms

The search algorithm(s) utilized in a planning/

scheduling system typically search for a valid, possibly

near-optimal plan/schedule. The ASPEN framework

has the flexibility to support a wide-range of schedul-

ing algorithms. For this application, we mainly uti-

lized a repair-basedalgorithm (Fukanaga eta/. 1997;

Minion & Johnston 1988;Zweben etal.1994) to clas-

sifyconflictsand resolvethem. For track plan genera-

tion,ASPEN begins by generating a complete sched-

ulethat'spossiblyinvalidusing a greedy,constructive

algorithm. Then at every iteration,the schedule is

analyzed, and repairheuristicsthat attempt to elim-

inate conflictsin the schedule are iterativelyapplied

untila validschedule isfound. Conflictsare resolved

by performing one or more plan modificationssuch

as adding, moving or deletingan activity.Domain-

dependent heuristicscan be also added to directthe

search towards more optimal solutions.

5 Track Plan Generation: An Example

Given a setoftrackingrequests,ASPEN can generate

a conflict-freetrackplan within the order of seconds

that willcorrectlyset up the requested communica-

tions link. In order to begin the planning process,

the tracking servicerequest,the equipment configu-

ration,and the projectSOE are parsed and relevant

information is placed in a initial setup file which lists

the requested trackgoalsand any relevantinitialstate

information. For example, Figure 3 shows three ac-

tivityinstantiationsthat request that a "Pre_track",

"Track" and "Post_Track" activitybe placed in the

finalplan at specifictimes.

Pre_track pre__rackl {

Star__tiae = 1998-213/13:32:26;

End_ti:e = 1998-213/13:47:26;

};

Track Trackl {

Staxz_time ffi 1998-213/13:47:26;

End_time ffi 1998-213/16:40:00;

};

Post_track post_track1 {

Start_time - 1998-213/16:40:00;

End_time - 1998-213/16:50:00;

);

Figure 3: Activity Instantiations

ASPEN then decomposes these activities into the

necessary steps that set up the antenna and sub-

systems (i.e. "Pre_track'), that perform the track
(i.e. "Track'),'_'and that perform the necessary

shutdown procedures once the track had ended (i.e.

"Post_track"). Other initial state information is pro-
vided in a "Set_state_values" activity which sets up the

appropriate state variables. The information includes

the spacecraft ID, antenna ID, the tracking goals, the
carrier and sub-carrier frequency, the symbol rate, etc.

ASPEN is also provided with the model files that hold

the relevant activity, parameter, resource and state

definitions, which were explained in the previous sec-

tion.

Once the initial goals and state information are
loaded, ASPEN utilizes its iterative repair algorithm

to create a conflict-free track plan that provides the

requested services. This final plan contains a large

amount of information, including a list of grounded

activities (where each activity has been assigned a
start time and end time), and a list of constraint8

over those activities, including temporal, parameter,



Con! ig_equip:

Start JscJsn, prc (dss, sc, pass, &rot_st aCus)
If (!retJtntus) then _'

Write("fatal error: c_tnot start pass")
Gore fatal_err

Fmdif

Star_ ugc_hi.prc(&ret_status)
If (!retJtatus) then

Yrite("fatal error: cannot control UGC")
Cote fatal_err

Endif

Start apc_hl.prc(&ret_staCus)
If (!rstJtatns) then

Write("fatal error: cannot control JPC")
Gore fatal_err

Endif

Point_antenna:

RetJtatus - exec("APC DCOS")

Start apc_track.prc(&ret_status)

If (!retJtatus) then

Write("fatal error: cannot point ant")

Gets fatal_err

Endif

Figure 4: Antenna Control Script

resource and state constraints. ASPEN also displays
the final resource and state timelines which show the

states of those entities over the course of the plan.

The actual antenna control script that will be used

to execute the track is output in a separate file which

contains the command sequence necessary to control
and breakdown the link. In the model definition, a

command (or set of commands) can be specified for
each definedactivity.These commands are then out-

put in the correctsequence based on the finalplan

constraints.An example of thisfileformat isshown

in Figure 4. This control scriptis then sent to an

antenna operator or execution agent where itwillbe

used to perform the requested track.

Thus, through the use of AI planning and schedul-

ing techniques we are able to reason about the con-

straintsand interactionsof trackplan activitiesinor-

der to sequence and configure the finaltrack. This

task can be viewed as a complex softwaremodule re-

configurationproblem (Chien et al.1998) where soft-

ware modules (i.e.track plan activities)are selected

and reconfiguredin order to generate the necessary

antenna command sequence.

6 DS-T Demonstrations

In order to validate ASPEN's ability to create a valid

track plan, this system has been demonstrated in sup-

port of the Deep Space Terminal (DS-T) (Fisher et al.

1998; 1999) being developed at the NASA Jet Propul-

sion Laboratory. DS-T is a prototype 34-meter deep

space communications station intended to be capa-

ble of fully autonomous operations. When requested

to perform a track, the DS-T station automatically

performs a number of tasks (at appropriate times) re-

quired to execute the track. First, a Schedule Execu-

tive sets up the track schedule for execution and pro-

rides the means for automated rescheduling and/or

manual schedule editing in the event of changes. The

Configuration Engine is then responsible for retrieving

all the necessary data needed for station operations.

Next, the Script Generator (ASPEN) generates the"

necessary command sequence to perform the track. Fio

nally, a Station Monitor and Control process executes

the generated script and records relevant monitor data

generated during the track.
Demonstrations of the DS-T architecture were per-

formed in April, May and September 1998 where AS-

PEN was used to automatically generate the neces-

sary command sequences for a series of Mars Global

Surveyor (MGS) downlink tracks using the equipment

configuration at Deep Space Station 26 (DSS26), a 34-
meter antenna located in Goldstone, CA. These com-

mand sequences were produced and executed in a fully
autonomous fashion with no human intervention. In

addition, the September demonstration was for a 6

day period where DS-T was used to perform all Mars

Global Surveyor coverage scheduled for the Goldstone

antenna complex": This corresponded to roughly 13

hours of continuous tracJ¢ coverage per day.

Figure 5 presents statistical data from a represen-
tative day of this 6-day demonstration. The graph

represents when MGS was in view of the stations at

each of the three DSN complexes (Madrid, Goldstone,

and Canberra). For this day, DST collected above
90% of the transmitted data frames which is on par

with the operator-controlled stations. DS-T, which is

located at Goldstone, tracked MGS through the five

track segments indicated in the figure. Each track

segment is labeled with a mode. This mode indicates
whether information is just being downlinked from a

spacecraft to a station (1 way), information is being

both uplinked and downlinked to a station (2 way),

or information is being uplinked to one station and

downlinked to different station (3 way).

For each track segment, Figure 5 shows the percent-

age of frames successfully collected by DS-T. During
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Track Frames
Segnumts: Collected:

#1 [1:!5:00-14:00:23 3way/65 (Madrid) 75%
#'2 14:00:.23- 15:42:26 LOS 0%
#3 15:42:26- 15:52:23 iway 91%
#4 15:42:26-15:52:23 3way/25 (Goidstone) 96%
#5 15:52:23 - 20:03:34 lway 90%
#6 20:.03:34-23:40:.03 3way/34 (Canberra) 23%

Figure 5: September 16, 1998 MGS track

segment 1 and 2 the elevationof the dish is low in

the sky, as shown by the graph. Under these circum-

stances there isconsiderably more atmospheric inter-

ferencewhich explains the lower percentof frame col-

lectionforthese segments. Conversely,for segment 4,

which isa long segment with the spacecrafthigh in

the sky, the data collectionpercentage isquite high.

In segments 3 and 5 data collectionisslightlylower

due to data being lostduring a change in mode (e.g.

3way to 1way). The LOS labelon track segment 2,

indicatesthat there was a scheduled "lossof signal"

(LOS) during that time and thus no frames were col-
lected.

As a component of the DS-T demonstrations, the

Script Generator (ASPEN) performed flawlessly, dy-

namically producing instantiated control scripts based

on the desired service goals for the requested commu-

nications pass. Overall, the use of this technology re-

suited in three primary benefits:

• Enabling autonomous operations by eliminating

the need for hundreds of manual inputs. Cur-

rently, the task of creating a communications link

is a very manual and time-consuming process

which requires input of over a hundred control

directives and the constant monitoring of several

dozen displays.

• Reducing the level of expertise required of an op-

erator to perform a communications track. Cur-

rently, this process requires a very high level of

expertise from the operator, however through the

development of a KB by a domain expert much

of thisexpertiseiscaptured within the system.

• Providing a declarativerepresentationof opera-

tionsprocedures.The KB developed forthistask

documents the procedural steps required for per-

forming antenna communication services.

7 Related Work

T

There are a number ofexistingsystems builtto solve

real-world planning or scheduling problems (Tate,

Drabble, & Kirby 1994; Wilkins 1994; Zweben et (d.

1994). The problem of track plan generation com-

bines elements from both these fieldsand thus tradi-

tionalplanners and schedulerscannot be directlyap-

plied. First,many classicalplanning dements must

be addressed in this applicationsuch as subgoaling

to achieve activitypreconditions (e.g. the antenna

must be "on_point" to lock up the receiver)and de-

composing higher-level(abstract)activitiesinto more

detailedsub-activities.In addition,many scheduling

elements are presents such as handling metric time

and temporal constraints,and representingand rea-

soning about resources (e.g. receiver,antenna con-

troller)and states(e.g.antenna position,subcarrier

frequency,etc.)over time.

One othersystem has been designed to generate an-

tenna track plans,the Deep Space Network Antenna

Operations Planner (DPLAN) (Chien et al. 1997).
DPLAN utilizesa combination of AI hierarchical-task

network (HTN) and operator-based planning tech-

niques. Unlike DPLAN, ASPEN has a temporal rea-

soning system for expressingand maintaining tempo-

ral constraintsaffd also has the capabilityfor rep-

resenting and reasoning about differenttypes of re-

sourcesand states.ASPEN can utilizedifferentsearch

algorithmssuch as constructiveand repair-basedalgo-

rithms,where DPLAN uses a standard best-firstbased

search. And, asdescribedin the next section,ASPEN

iscurrentlybeing extended to perform dynamic plan-

ning forclosed-looperrorrecovery,where DPLAN has

only limitedreplanningcapabilities.

8 Future Work: Closed-Loop Control

through Dynamic Planning

Currently,we are working on extending the current

ASPEN Track Plan Generator to provide a Closed

Loop Error Recovery system (CLEAR) for DSN track

automation. CLEAR is a real-timeplanning system

where the approach taken istodynamically feed mon-

itordata (sensorupdates) back intothe planning sys-



tern as state updates. As these dynamic updates come

in, the planning system verifies the validity of the cur-

rent plan. If a violation is found in the plan, the sys-

tem will perform local modification to construct a'new

valid plan. Through this continual planning approach,

the plan is disrupted as little as possible and the sys-

tem is much more responsive and reactive to changes

in the real (dynamic) world.

This CLEAR effort is also being integrated with a

Fault Detection, Isolation and Recovery (FDIR) sys-

tem. FDIR is an expert system providing monitor
data analysis. As is often the case with system, moni-

tor (sensor) data is often related in different ways that
becomes difficult for a human to detect. The advan-

tage of combining these two systems is that FDIR can

first interpret the vast amount of data and summarize

it into a set of meaningful values for a plamiing sys-

tem to react to. We think of this union as intelligent

analysis and intelligent response, much like a careful

design and implementation; one without the other is
of little use.

9 Conclusions

This paper has described an application of the AS-

PEN automated planning system for antenna track

plan generation. ASPEN utilizes a knowledge base

of information on tracking activity requirements and

a combination of Artificial Intelligence planning and

scheduling techniques to generate antenna track plans

that will correctly setup a communications link with

spacecraft. We also described several demonstrations

that have been performed as part of the DS-T axchi-

tecture where ASPEN was used to generate plans for

downlink tracks with Mars Global Surveyor. Finally,

we described a planned extension of this system which

will allow for closed-loop error recovery and fault de-

tection using dynamic planning techniques.
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