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Abstract

This paper presents uncalibrated control schemes
for vision-guided robotic tracking of a moving target
using a moving camera. These control methods are
applied to an uncalibrated robotic system with eye-in-
hand visual feedback. Without a priori knowledge of
the robot's kinematic model or camera calibration, the
system is able to track a moving object and maintain
the desired features. These control schemes estimate
the system Jacobian as well as changes in target fea-
tures due to target motion. Four novel strategies are
simulated, and a variety of parameters are investigated
with respect to performance.

1 Introduction

This paper develops a model independent, vision-
guided, robotic control method. The controller pre-
sented is a recursive Gauss-Newton method and uses
nonlinear least squares optimization. The combined
camera/robot model is approximated in a dynamic Ja-
cobian estimation strategy, allowing servo control to
be applied to systems without knowing the robot kine-
matic model and without a calibrated camera model.
Error velocity estimation is done simultaneously with
Jacobian estimation in a partitioned matrix method.
The control method is independent of the type of robot
and camera or number of cameras.

Much work has been done in developing visual ser-
voing systems for robot control resulting in a plethora
of approaches to the servoing problem. The major-
ity of the resulting methods, however, require a priori
knowledge of the system including kinematic structure
and link and camera parameters. Using a model de-
pendent system also demands calibration of the robot
and vision system, or recalibration due to the sensitiv-
ity of the system to disturbances. These activities can
be both di±cult and time consuming, or perhaps un-
feasible in an unstructured or changing environment.
Underwater, toxic, and outer space settings are some
speci¯c examples of workspaces in which calibrations
are inherently di±cult. To our knowledge, this is the

¯rst method that addresses the uncalibrated eye-in-
hand visual servoing problem for a moving target.

2 Background

Bene¯ts of using eye-in-hand camera arrangements
include improved target recognition and inspection re-
sulting from localization described by Chaumette et
al. [1]. Jang and Bien [2] contend that e®ective reso-
lution is increased, the problem of occlusion is solved,
and an image nearly free of parallax error can be ob-
tained using an eye-in-hand camera. Static cameras
can be limited in their abilities due to limited depth-
of-¯eld and spatial resolution, problems which can be
relieved by using eye-in-hand cameras as indicated by
Papanikolopoulos et al. [3].

2.1 Use of Eye-In-Hand Camera

The majority of eye-in-hand visual servoing con-
trollers fall under two categories which limit their use.
Either they are not model independent with regards
to either the camera frame or the robot frame, or they
require that the target is static.

Hashimoto and Noritsugu [4] developed a linearized
observer to estimate target velocity in their model de-
pendent controller. Allotta and Colombo [5] also use
linear approximations in an a±ne camera-object in-
teraction model. Again, the robot kinematics model
is assumed to be known. Baeten and De Schutter [6]
use an eye-in-hand feedforward controller in conjunc-
tion with force control for planar contour following.
Both a camera model and a robot model are used in
this case.

Algorithms using a PI controller or a pole as-
signment controller, both in combination with a
steady-state Kalman ¯lter, are implemented by Pa-
panikolopoulos, Khosla, and Kanade [3]. In each
method, control output is fed to a Cartesian position-
ing system.

Yoshimi and Allen [7] implement the geometric ef-
fect of rotational invariance to approximate the image
Jacobian. In addition to requiring knowledge of the



robot Jacobian, their algorithm inherently works for
only a static target.

Cr¶etual, Chaumette, and Bouthemy [8] develop a
control algorithm for tracking a moving target with no
model of the image transformation. The robot system,
however, consists of a camera with only two degrees
of freedom, pan and tilt, which are controlled by an
image error minimization. Depth is not considered
in the process, as tracking is only done in the image
plane, not in Cartesian space.

Flandin, Chaumette, and Marchand [9] build upon
the work done by Cr¶etual et al. [8] to create a visual
servo controller for a six degree of freedom robot. In
this case, the global positioning is done by a static,
global camera, and the rotational positioning is ser-
voed by another, independent controller. These algo-
rithms do require knowledge of the kinematic robot
Jacobian.

Piepmeier et al. [10] builds on work done by Jager-
sand to develop a dynamic quasi-Newton method of
visual servo control. A scheme is presented which al-
lows for a moving target, and the implementation of
a recursive least squares algorithm for Jacobian esti-
mation provides a robust control method even in the
presence of system and measurement noise. The con-
troller does not, however, permit the application of a
moving camera.

3 Uncalibrated Control for Eye-in-
Hand Visual Servoing

This section develops a nonlinear least squares op-
timization method for a time-varying, coupled system.
Speci¯cally presented are:

1. A partitioned Broyden's method for error veloc-
ity estimation.

2. Recursive and nonrecursive forms of a Gauss-
Newton method implementing the partitioned Broy-
den update.

3. A correction scheme which produces a more ac-
curate error velocity estimation than the partitioned
Broyden update.

The partitioned Broyden update implements a si-
multaneous recursive least squares estimation of a dy-
namic Jacobian and error velocity. The error velocity
estimation scheme is based on the total time derivative
of the error function. Various controllers are created
in the following section by combining the two Gauss-
Newton forms with the error velocity correction.

3.1 A Partitioned Broyden's Method

The dynamic Broyden's method presented in [11]
required that the target position y¤ be independent

of robot joint position µ, and only a function of time.
In the moving camera case, this is no longer valid,
so y¤ = y¤ (µ; t). In successive iterations, the target
image position may change due to camera movement,
regardless of actual target motion. This makes esti-
mation of the error velocity necessary.

The estimation of the error velocity can be incor-
porated into a Broyden Jacobian estimation method
using a partitioned matrix. The partitioned Broyden
update is derived based on the a±ne model of the er-
ror function. For brevity, the development is based
on the theoretical work already presented in [10] and
[11]. The a±ne model of the error function gives the
kinematic relation
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An algorithm for the combination of the modi¯ed
Broyden update with the recursive scheme given in (1)
is as follows:

Algorithm 1 Gauss-Newton Controller with Parti-
tioned Broyden's Method
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The partitioned Broyden's method uses recursive
least squares to minimize a weighted sum of the
squared di®erences between the current and previous
a±ne models for each iteration of (µ; t) = (µi¡1; ti¡1)
to determine new Jacobian and error velocity approx-
imations. Varying the parameter ¸ between 0 and
1 changes the memory of the scheme, with values
closer to 1 resulting in longer memory, implying that a
greater number of previous Jacobian and error veloc-
ity values have a signi¯cant e®ect on the new values.

3.2 Recursive Gauss-Newton Method

In order to provide a ¯ltering action to the joint
change calculation, the Gauss-Newton method is ex-
tended to a recursive least squares (RLS) formulation
with exponential weighting. Gumpert [12] describes a
recursive method for updating the desired joint posi-
tion for target tracking. An algorithm combining this
scheme with the partitioned Broyden's method given
in the previous is as follows.

Algorithm 2 Recursive Gauss-Newton Method
(RGN)
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This method minimizes the sum of the squared
a±ne error models for each iteration of (µ; t) =
(µi¡1; ti¡1) and the new joint positions are being
solved for rather than solving for the changes in the
Jacobian and error velocity. Again, there is a mem-
ory term in the formulation, °, similar in function to
¸, which can be tuned to vary the e®ect of previous
information.

3.3 Estimated Error Velocity Correction

The partitioned Broyden's method uses RLS esti-
mation to give approximations for the Jacobian and

the error velocity values. The averaging process of this
method, however, may not produce accurate error ve-
locity values. The error velocity values given by the
Broyden update can be directly used in a joint update
scheme as in Algorithms 1 and 2, or the estimated Ja-
cobian can be used to calculate new values of the error
velocity through use of the total time derivative,
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the change in error with respect to time, or the change
due to target motion, since the end e®ector position
is instantaneously ¯xed. Substituting these values for
the kth increment and rearranging yields
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ing the above equation, an approximation of the er-
ror velocity values can be made for comparison with
those values given by the partitioned Broyden estima-
tor. Thus, a Gauss-Newton controller can either im-
plement the error velocity values output by the parti-
tioned Broyden's method or the corrected error veloc-
ity values given by the total time derivative equation.
Equation (2) can be inserted in either Algorithm 1 or
2 after the Jacobian estimation.

4 Simulation and Results

4.1 System Description

A six degree-of-freedom (DOF) system is simulated
using the Robotics and Machine Vision Toolboxes de-
veloped by Corke for use in the MATLAB environment
[13]. The camera is assumed to be coincident with the
¯nal frame of the Puma 560 manipulator. A sampling
time of T = 50ms is used.

The target consists of four planar feature points
spaced in a square with 5 cm sides. The target's ini-
tial location is within the camera's ¯eld of view. The
image features seen at this point de¯ne the target im-
age. As the target moves, the error will be minimized
as the robot servos the camera so that the camera
and the target maintain constant relative positions.
To start the simulation, the robot is moved away from
the target. To estimate the initial Jacobian, each joint
is successively moved a small amount and the change
in image features is recorded.

After capturing the target image and initializing
the Jacobian, the simulation is ready to begin. The



target center is given a circular motion with constant
orientation in the ¯xed frame

(x; y; z) = (0:65; 0:50 + 0:1 sin (k!ht) ; 0:1 cos (k!ht)) m

where ht is the sampling period, k is the iteration
number, and ! is the frequency. Thus, the target is
translating in a circular path. Uniform image noise
between §0:5 pixels is added to the image features of
the target object.

4.2 Controller Performance

System performance depends on the speed of the
target, the type of controller used, and the mem-
ory of the controller. The four controller schemes
simulated here include: (NGN)-Nonrecursive Gauss-
Newton controller given by Algorithm 1, (RGN)-
Recursive Gauss-Newton controller given by Algo-
rithm 2, (NGNNC)-Nonrecursive Gauss-Newton con-
troller with the Nonrecursive error velocity Correction
scheme given in Section 3.3, and (RGNNC)-Recursive
Gauss-Newton controller with the Nonrecursive error
velocity Correction in Section 3.3

The results of a sample simulation utilizing the
NGN controller (¸ = 0:98) is shown in Figure 1. The
four feature points are seen initially in a con¯gura-
tion that does not correspond to the goal positions.
The feature points converge to the goal positions and
the features remain at or near the goal positions even
though the target object is moving in a circular path in
the world coordinate frame. If a static camera viewed
the feature points, the speed of the target object (mov-
ing at 2.5cm/s) would correspond to an feature veloc-
ity of 63.5 pixels/s. Figure 2 shows the path the target
and robot take during the simulation, and Figure 3
shows the image error. The average steady-state pixel
error is 5.35 pixels.

To study the behavior of the four di®erent con-
trollers, the same simulation was repeated 25 times
at eight di®erent speeds for each controller. The eight
di®erent speeds correspond to a range of 0.5 cm/s to
4m/s or 37 pixels/s to 94 pixels/s (for a static camera).
Figure 4 shows the average image error (in pixels) for
the repeated trials using the NGN, RGN, NGNNC,
and RGNNC controllers. The non-recursive Gauss-
Newton controllers show a distinct advantage over the
recursive controllers. The velocity correction scheme
does not appear to o®er any advantage. In fact, the
RGNNC errors are somewhat worse than the RGN er-
rors, and the NGNNC simulations exhibit complete
loss of control. Interestingly, the NGNNC simulations
perform similarly to NGN simulations when the image
noise level is reduced by half.
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Figure 1: Image features for eye-in-hand visual ser-
voing using an NGN controller with ¸ = 0:98 and
! = 0:25 A moving object with four features is seen
initially on the right, and the robot is controlled such
that the desired image feature locations are viewed.
Average steady state image error is 5.35 pixels.
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Figure 2: Plot showing the respective positions of the
target motion and the robot. The robot links and
target positions are drawn for every 20th iteration.
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Figure 3: Image error for using an NGN controller
with ¸ = 0:98 and ! = 0:25. The averate steady state
error is 5.37 pixels
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Figure 4: A comparison of four di®erent controllers at
a range of target speeds. In general, the NGN con-
troller provides stable convergent control.
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Figure 5: A comparison of NGN controller perfor-
mance showing image error versus lambda for four dif-
ferent target speeds. Individual errors are plotted for
25 simulations; the line indicates the average error.

4.3 NGN Performance

For the 6 DOF system simulated, the NGN con-
troller produces the best results. To study the
e®ects of the forgetting factor ¸, a second series
of simulations was run using the NGN controller
and varying speed (!) and the forgetting factor
¸. Figure 5 shows the average steady state im-
age error for ! = f0:05; 0:1; 0:15; 0:2g, and ¸ =
f0:94; 0:95; 0:96; 0:97; 0:98; 0:99; 1:0g for 25 simula-
tions each. The average steady state image error for
each simulation is plotted as an `x' and the mean of the
averages is plotted as a line. Clearly ¸ = 0:98; 0:99; or
1:0 give the best overall performance. Figure 6 plots
the mean of the average image error for these three
values of ¸ versus the target speed determined by !.
For slower speeds, a lower value of ¸ produces results
in better tracking whereas at higher speeds ¸ = 0:9
and ¸ = 1 result in better tracking. These results are
concur with similar studies done for the ¯xed camera
case in [10].

5 Conclusion

This paper has investigated the use of eye-in-hand
visual feedback for the tracking of moving targets. The
methods presented are uncalibrated and require no
kinematic models or camera calibration. Simulation
results suggest that a Gauss-Newton method utilizing
a partitioned Broyden's method for estimation pro-
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Figure 6: The performance of the NGN controller for
¸ = f0:98; 0:99; 1:0g is shown for eight di®erent target
speeds, !.

vides the best steady-state tracking behavior. This
work is the ¯rst presentation of an uncalibrated, eye-
in-hand, vision-based control scheme for a moving tar-
get. This control strategy could be applied to either
a manipulator or mobile robot for uncalibrated con-
trol. Future work will focus on the application of this
control scheme on experimental systems.
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