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Abstract—While instruction cache analysis is essentially a
solved problem, data cache analysis is more challenging. In
contrast to instruction fetches, the data accesses generated by
a memory instruction may vary with the program’s inputs and
across dynamic occurrences of the same instruction in loops.

We observe that the plain control-flow graph (CFG) ab-
straction employed in classical cache analyses is inadequate to
capture the dynamic behavior of memory instructions. On top of
plain CFGs, accurate analysis of the underlying program’s cache
behavior is impossible.

Thus, our first contribution is the definition of a more
expressive program abstraction coined symbolic control-flow
graphs, which can be obtained from LLVM’s ScalarEvolution
analysis. To exploit this richer abstraction, our main contribution
is the development of symbolic data cache analysis, a smooth
generalization of classical LRU must analysis from plain to
symbolic control-flow graphs.

The experimental evaluation demonstrates that symbolic data
cache analysis consistently outperforms classical LRU must
analysis both in terms of accuracy and analysis runtime.

Index Terms—cache analysis, chains of recurrences, data
caches, symbolic analysis

I. INTRODUCTION

Due to technological developments, the latency of accesses
to DRAM-based main memory is much higher than the latency
of arithmetic and logic computations on processor cores. This
“memory gap” is commonly tackled by a hierarchy of caches
between the processor cores and main memory.

In the presence of caches, the latency of a memory access
may vary widely depending on the level of the memory
hierarchy that is able to serve the access. Hits to the first-
level cache take just a few processor cycles, while accesses
that miss in all cache levels and thus need to be served by
main memory can take hundreds of cycles.

This variability is a challenge in the context of real-time
systems, where it is necessary to bound a program’s worst-case
execution time (WCET) [1] to guarantee that safety-critical
applications meet all of their deadlines. For accurate WCET
analysis it is thus imperative to take caches into account. The
timing variability induced by caches also introduces security
challenges. Implementations of cryptographic algorithms have
been shown to be vulnerable to cache timing attacks [2]
and cache analysis [3], [4], [5] may help to uncover such
vulnerabilities or prove their absence.

Cache analysis aims to statically characterize a program’s
cache behavior by classifying memory accesses in the program
as guaranteed cache hits or misses. One perspective on cache
analysis is that it is the composition of two phases:

1) A transformation of the program under analysis into a
simpler program abstraction: a control-flow graph (CFG)
whose edges are decorated with memory accesses.

2) An analysis of this decorated CFG that classifies accesses
as “always hit”, “always miss”, or “unknown”.

For instruction cache analysis this two-phase approach works
well, as CFGs accurately captures most programs’ instruction
fetch sequences. For data cache analysis, however, a plain CFG
abstraction can be highly inaccurate. Consider for example the
following simple loop:

for (int x = 0; x < 100; x++)
sum += A[x]

In each iteration of the loop a different address is accessed,
and so the corresponding edge in the CFG needs to be
conservatively decorated with all possible addresses. The order
in which the array elements are accessed is lost and it becomes
impossible to make accurate predictions about the program’s
cache behavior. A program abstraction that more precisely
captures a program’s memory access behavior is thus needed.

Our first contribution is the definition of symbolic control-
flow graphs in Section IV, which is our formalization of the
output of LLVM’s ScalarEvolution analysis [6], [7]. Symbolic
CFGs accurately capture the link between loop iterations and
accessed memory blocks via chains of recurrences [8], [9] in
a manner that is amenable to static analysis.

To exploit this more expressive program abstraction our
main contribution is the development of symbolic data cache
analysis in Section V, a smooth generalization of Ferdinand’s
classical LRU must analysis [10], [11] from plain to symbolic
control-flow graphs. To fully realize the potential of symbolic
data cache analysis we further introduce a context-sensitive
analysis combining loop peeling and unrolling in Section VI
and various implementation tricks in Section VII.

The experimental evaluation on the PolyBench benchmark
suite in Section VIII demonstrates that symbolic cache analysis
compares favorably to classical LRU must analysis both in
terms of accuracy and analysis runtime.
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II. BACKGROUND

A. Caches

Caches are fast but small memories that buffer parts of the
large but slow main memory in order to bridge the speed gap
between the processor and main memory. Caches consist of
cache lines, which store data at the granularity of memory
blocks b ∈ B. Memory blocks usually comprise a power-of-
two number of bytes BS , e.g. 64 bytes, so that the block
block(a) that address a maps to is determined by truncating
the least significant bits of a, i.e., block(a) = ⌊a/BS⌋. In order
to facilitate an efficient cache lookup, the cache is organized
in sets such that each memory block maps to a unique cache
set set(b) = b mod NS , where NS is the number of sets.
The number of cache lines k in each cache set is called the
associativity of the cache.

If an accessed block resides in the cache, the access hits the
cache. Upon a cache miss, the block is loaded from the next
level of the hierarchy. Then, another memory block has to be
evicted due to the limited size of the cache. The block to evict
is determined by the replacement policy. In this paper, we as-
sume the least-recently-used (LRU) policy, which replaces the
block that has been accessed least recently. A memory block b
hits in an LRU cache of associativity k if b has been accessed
previously and less than k distinct blocks in the same cache set
have been accessed since the last access to b. LRU is generally
considered to be the most predictable replacement policy [12].

In this paper, we refer to the age of block b as the number of
distinct blocks in the same cache set that have been accessed
since the last access to b. Thus, an access to block b hits the
cache if and only if its age is less than the associativity k .

B. Control-Flow Graphs as a Program Representation

Control-flow graphs (CFGs) are a program representation
commonly employed in compilers and static analysis tools.
A CFG is a directed graph G = (V,E, v0), whose vertices V
correspond to control locations in the program including the
initial control location v0 ∈ V , and whose edges E represent
the possible control flow between the graph’s vertices.

For the purpose of cache analysis, CFGs are used to repre-
sent the possible sequences of memory accesses generated by
the underlying program. To this end, each edge of the CFG
is decorated with the set of memory addresses that may be
accessed when control passes along that edge.

As defined above, CFGs over-approximate the behavior
of the program they represent as they do not capture the
functional semantics of the instructions. In particular, all
paths through the graph are assumed to be feasible even if, in
reality, some are not. Also, and this is particularly problematic
for data cache analysis, the CFG representation does not
capture the dependence of the accessed memory addresses
on the loop iterations. We will see in Section III how this
may lead to gross overapproximations of the number of
cache misses. To overcome this issue, we introduce symbolic
control-flow graphs in Section IV.

C. Ferdinand’s May and Must Cache Analysis

The aim of Ferdinand’s may and must cache analyses [10],
[11] is to classify memory accesses in a CFG as definite hits
or definite misses. As noted before, under LRU replacement,
an access results in a cache hit if and only if the age of the
accessed block is less than the cache’s associativity.

Instead of computing all reachable concrete cache states,
must and may analysis operates on abstract cache states, which
maintain upper and lower bounds on the age of each memory
block. Each block’s bounds hold independently of the ages
of other blocks. This allows for a compact representation of
large sets of concrete cache states. For example, the abstract
must cache state λb.∞ that maps every block to age bound ∞
compactly represents all possible concrete cache states. As the
correlation between the ages of different blocks is lost, the re-
sulting analysis is not exact. However, recent work [13], [14],
[15] has shown that the loss in precision due to this abstraction
is small in practice. Our symbolic data cache analysis intro-
duced in Section V, can be seen as a smooth generalization
of Ferdinand’s must analysis to symbolic control-flow graphs.

III. ILLUSTRATIVE EXAMPLE

As an illustrative example of the drawbacks of cache anal-
ysis performed on plain CFGs, consider the simple program
in Figure 1a. The first loop of our example program iterates
across array A in the forward direction, while the second loop
iterates across the same array in the opposite direction.

A. Intuitive Cache Analysis

Let us intuitively analyze the program’s cache behavior. For
this analysis, we will assume a tiny set-associative cache with
LRU replacement consisting of 2 cache sets, an associativity
of 4, and cache lines of size 8 bytes. Thus, the cache has a
capacity of 2 · 4 · 8 = 64 bytes. Also assume that integers are
of size 4 bytes, and so the cache can hold 16 array cells.

Assuming an initially empty cache, the first loop does not
exhibit any temporal locality, as each array cell is only touched
once. However, it does exhibit spatial locality, as pairs of adja-
cent array cells may reside in the same memory blocks. Thus,
every other iteration of the first loop will result in a cache hit.

The second loop accesses the same array cells as the
first. Now it depends on the cache geometry whether and
to what extent this temporal locality can be exploited. Un-
der our assumptions, the cache will contain array cells
A[84], A[85], . . . , A[99] after the first loop has terminated.
Thus, the first 16 iterations of the second loop hit the cache.
The remaining iterations profit only from spatial locality as
the first loop did, hitting in every other iteration.

B. Traditional Cache Analysis

Under Ferdinand’s must cache analysis [10], [11] and recent
exact analyses [13], [14] the program is abstracted via its
CFG and the CFG’s edges are annotated with the sets of
memory blocks that may be accessed while executing the
corresponding part of the program as discussed in Section II-B.
Figure 1b shows the plain CFG abstraction for our example



int A[100];

for (int x = 0; x < 100; x++)
sum += A[x]

for (int y = 99; y >= 0; y--)
sum -= A[y]

(a) Iteration-dependent data accesses.

{A[x] | 0 ≤ x < 100}

{A[y] | 0 ≤ y < 100}

(b) Plain control-flow-graph abstraction.

A[i]

backedgei

entry i

assumei,100

entryj
A[99− j]

backedgej

assumej,100

(c) Symbolic control-flow-graph abstraction.

Fig. 1: Simple program and its plain and symbolic control-flow-graph abstractions.

program. While this abstraction is adequate for instruction
cache analysis as the same instructions are accessed in each
loop iteration, it is inadequate for data cache analysis, as the
link between the loop iteration and the accessed address is
lost. As a consequence, it is impossible to predict any of the
memory accesses in the program to be cache hits or misses.

If the entire set of memory blocks that can potentially be
accessed fits into the cache, then persistence analysis [16],
[17], [18], [19], [15] may deduce that each of these blocks
results in at most one cache miss. However, in our example,
the array A does not fully fit into the cache, and so persistence
analysis is of no use here.

C. Symbolic Control-Flow Graphs and Cache Analysis

a) Symbolic Control-Flow Graphs: We have seen that
the plain CFG abstraction is inadequate for data cache anal-
ysis, because the link between loop iterations and accessed
memory blocks is lost. Thus, our first step towards accurate
data cache analysis is to employ what we coin symbolic CFGs,
a simple yet powerful program representation that concisely
captures the link between loop iterations and accessed data.
Symbolic CFGs are our formalization of the output of LLVM’s
ScalarEvolution Analysis [6], [7].

Figure 1c shows a symbolic CFG for our example
program. In a symbolic CFG—where possible—the addresses
of memory accesses are expressed in terms of the loop
iterations of their enclosing loops. To this end, symbolic
CFGs make it explicit when a loop is entered and when a
new loop iteration begins. These transitions are indicated
by annotating edges with entry i and backedgei, where i
is the identifier of a loop. Consider the edge annotated
with A[99 − j]. This is to be interpreted as follows: In an
execution of the program, let σ(j) be the number of times
that backedgej has been traversed since the last time entryj

has been taken. Then, the accessed address is A[99− σ(j)].
For some loops, ScalarEvolution is also able to derive the

exact number of times that a loop’s back edges are taken from
entry to exit. To express such information, symbolic CFGs may
contain assumei,e statements, where e is an expression that
may refer to loop variables other than i itself. An edge anno-
tated with assumei,e can only be taken if the value of i is equal
to the value of expression e. In our example, the back edges of

both loops are taken exactly 100 times, and so the exit edges of
both loops are annotated accordingly with assume statements.

We define symbolic CFGs in Section IV. There we also
discuss multivariate chains of recurrences [8], [9], [20], which
are used to represent access expressions and loop bounds.

b) Symbolic Cache Analysis: Symbolic CFGs are useful
for data cache analysis as they capture a program’s memory
access behavior more precisely than plain CFGs. In fact, in our
example, the symbolic CFG perfectly captures the sequence
of memory accesses generated by the program.

It remains to define a static analysis that can efficiently
exploit this information. Simply applying Ferdinand’s must
analysis would not be fruitful as the underlying abstraction
does not capture the relation between loop iterations and
cache states. A relatively straightforward approach would be to
virtually unroll the loops for the sake of the analysis, resulting
in an exploded plain CFG in which each edge could once more
be annotated with a concrete memory access. Ferdinand’s must
analysis could then be employed successfully on this exploded
plain CFG. However, this approach would be very costly, in
particular for programs with large loop bounds. We are thus
seeking a precise analysis whose runtime is independent of
the loop bounds of the program.

To this end, our first basic idea are symbolic cache states that
capture how cache states depend on the loop iteration. To moti-
vate symbolic cache states, consider Figures 2a and 2b, which
show the concrete cache states at the ends of iterations 15 and
17 of the first loop from our example program. As we assume
cache lines of size 8 bytes, each line contains two cells of the
array. We represent each memory block by the first array cell
mapping to that block. Our idea is to represent memory blocks
symbolically in terms of the values of loop variables. For
example, A[14] can be expressed as A[i−1] if i’s value is 15.
If we represent the states from Figures 2a and 2b in this way
we arrive at the symbolic cache state depicted in Figure 2c.
Furthermore, the same symbolic state will be reached at the
end of each odd loop iteration, starting from iteration 15.

Like Ferdinand’s must analysis our symbolic data cache
analysis determines upper bounds on the ages of memory
blocks. However, instead of associating bounds with concrete
memory blocks, it associates these bounds with symbolic
memory blocks. A peculiar consequence of this abstraction is



that symbolic cache states also need to be updated when the
value of a loop variable changes. For example, if the back edge
of the first loop is taken to move from iteration 15 (17, 19, . . . )
to iteration 16 (18, . . . ), then the symbolic cache state needs to
be updated to account for incrementing i. The resulting sym-
bolic cache state is depicted in Figure 2d. We show how to lift
Ferdinand’s analysis to symbolic cache analysis in Section V.

In our example, one can observe that the symbolic cache
states “stabilize” in odd and even loop iterations after the cache
has been filled in the first 16 iterations. Thus the analysis needs
to distinguish the first 16 loop iterations from the rest, and odd
from even loop iterations in the remainder of the execution.
This can be achieved by context-sensitive analysis [21], [22],
[23]. In Section VI we introduce a context-sensitive analysis
that can be configured to virtually peel and unroll the loops
appropriately for a given cache configuration.

IV. SYMBOLIC CONTROL-FLOW GRAPHS

We have seen the intuition behind symbolic control-flow
graphs in Section III-C. One aspect that has been left undefined
there is the shape of expressions used to represent memory
accesses and loop bounds. We fill this gap in Section IV-A,
which is then used in the formal definition of symbolic control-
flow graphs in Section IV-B. In Section IV-C we provide a
semantics for symbolic CFGs, which will allow us to make
formal correctness statements about the symbolic data cache
analysis introduced in Section V.

A. Multivariate Chains of Recurrences

We employ multivariate chains of recurrences [8], [9],
[20] (short: MCRs) as the formalism for expressions. Given
a subset of a program’s loop variables S ⊆ LoopVar , the set
M (S) of MCRs over S is given by the following grammar:

e := n ∈ Z
| e1 bop e2 where bop ∈ {+,−, ·}, and e1, e2 ∈ M (S)

| {e1,+, e2}i where i ∈ S, e1 ∈ M (S \ {i}), e2 ∈ M (S)

Thus, expressions can (i) be constants; (ii) they can be
formed from subexpressions via addition, subtraction, and
multiplication; and (iii) they can be add recurrences of the
form {e1,+, e2}i.

Given an environment σ : LoopVar → N assigning loop
variables to their values, an MCR can be evaluated as follows:

JnKσ := n

Je1 bop e2Kσ := Je1Kσ bop Je2Kσ

J{e1,+, e2}iKσ := Je1Kσ +

σ(i)−1∑
k=0

Je2Kσ[i 7→k]

By σ[i 7→ v] we denote the function that maps i to v and oth-
erwise is the same as σ. Thus, in an add recurrence e1 can be
seen as the initial value, and e2 as the increment. For example:

J{23,+, 4}iKσ = J23Kσ +

σ(i)−1∑
k=0

J4Kσ[i 7→k] = 23 + 4 · σ(i)

Thus, the array access A[i] from our example can be expressed
as {A,+, 4}i, assuming A ∈ N is the base address of the
array and each element of the array is of size 4. Similarly, the
array access A[99−j] can be expressed as {A+396,+,−4}j .

Nested add recurrences can represent arbitrary polynomial
functions, e.g. J{0,+, {5,+, 1}i}j}Kσ = 5 · σ(j) + σ(i) · σ(j)
and J{0,+, {0,+, 2}i}i}Kσ = (σ(i)− 1) · σ(i).

In order to update symbolic cache states upon incrementing
loop variables, we need a shift operation on MCRs that adapts
an expression to account for the increment of a variable.
Such an operation should thus satisfy the following equality:
JSh(e, i)Kσ[i7→σ(i)+1] = JeKσ . For example, Sh({A,+, 1}i, i)
could be {A− 1,+, 1}i.

To implement such a shift operation we need an initializa-
tion operation that satisfies JInit(e, i)Kσ = JeKσ[i 7→0], which
can be implemented as follows:

Init(n, i) := n

Init(e1 bop e2, i) := Init(e1, i) bop Init(e2, i)

Init({e1,+, e2}j , i) :=

{
e1 : i = j

{Init(e1, i),+, Init(e2, i)}j : i ̸= j

This allows us to implement the Sh(e, i) operation:

Sh(n, i) := n

Sh(e1 bop e2, i) := Sh(e1, i) bop Sh(e2, i)

Sh({e1,+, e2}i, i) := {e1 − Init(Sh(e2, i), i),+,Sh(e2, i)}i
Sh({e1,+, e2}j , i) := {Sh(e1, i),+,Sh(e2, i)}j
The correctness of the Init(e, i) and Sh(e, i) can be shown
by structural induction, which we omit here for brevity.

To take into account loop bounds when exiting a loop
provided by assume statements in our symbolic control-flow
graphs, we rely on a substitution operation with the following
semantics: JSub(e, i, expr)Kσ = JeKσ[i 7→JexprKσ]. A heuristic
implementation of Sub(e, i, expr), which may fail on some
inputs, can be realized as follows:

Sub(e, i, expr) :=

e if e ∈ Z
s1 bop s2 if e = e1 bop e2 ∧ s1 ̸= fail ∧ s2 ̸= fail

{s1,+, s2}j if e = {e1,+, e2}j ∧ j ̸= i

∧ s1 ̸= fail ∧ s2 ̸= fail

e1 + e2 · expr if e = {e1,+, e2}i ∧ i /∈ e2

fail otherwise

where s1 = Sub(e1, i, expr) and s2 = Sub(e2, i, expr).
Engelen [9], [20] provides a set of rewrite rules for MCRs

that are proven to be confluent and terminating. We rely on
these rewrite rules to bring MCRs into a normal form.

In general, not all accesses generated in a program can be
accurately captured by an MCR. As an example, consider the
accesses generated by a loop traversing a dynamic heap data
structures, such as a linked list. To soundly represent such
accesses we introduce unknown accesses, denoted X, which
are interpreted to take any possible value. Fortunately, X is



Set 0 Set 1

A[12] A[14]
A[8] A[10]
A[4] A[6]
A[0] A[2]

(a) Cache state at the end
of iteration 15.

Set 0 Set 1

A[16] A[14]
A[12] A[10]
A[8] A[6]
A[4] A[2]

(b) Cache state at the end of
iteration 17.

Set a Set b

A[i− 3] A[i− 1]
A[i− 7] A[i− 5]
A[i− 11] A[i− 9]
A[i− 15] A[i− 13]

(c) Symbolic cache state at the end of
iterations 15, 17, 19, . . .

Set a Set b

A[i− 4] A[i− 2]
A[i− 8] A[i− 6]
A[i− 12] A[i− 10]
A[i− 16] A[i− 14]

(d) Symbolic cache state at the start of
iterations 16, 18, 20, . . .

Fig. 2: Cache states that arise during the execution of the first loop.

only rarely needed in the analysis of real-time applications, in
which dynamic data structures are uncommon.

B. Symbolic Control-Flow Graphs

A symbolic CFG is a tuple G = (V,E,LoopVar , v0),
where V is a set of vertices and E ⊆ V ×D × V is a set of
edges, LoopVar is a set of loop variables, and v0 ∈ V is a
vertex with no incoming edges marking the program entry.

Edges are decorated with accesses A and statements S, i.e.,
D = S ∪ A:

• Accesses are MCRs or unknowns:
A := M (LoopVar) ∪ {X}

• Statements either mark the entry to a loop (entry i), a
back edge of a loop (backedgei), or an assumption on
the value of a loop variable (assumei,e):

S := {entry i, backedgei | i ∈ LoopVar}
∪ {assumei,e | i ∈ LoopVar , e ∈ M (LoopVar \ {i})}

C. Semantics of Symbolic Control-Flow Graphs

The state of an execution of a symbolic control-flow graph
consists of two parts: The program state σp ∈ Σp and the
cache state σc ∈ Σc.

We represent the program state by a map σp that maps
loop variables to their values. Each loop variable counts the
number of times that the loop back edge has been taken since
last entering the loop. The program semantics of a symbolic
CFG is then captured by a transformer updateS that captures
the effects of statements on program states.

updateS(σp, s) :=
σp[i 7→ 0] if s = entry i

σp[i 7→ σp(i) + 1] if s = backedgei
⊥p if s = assumei,expr ∧ σp(i) ̸= JexprKσp

σp if s = assumei,expr ∧ σp(i) = JexprKσp

Note that we use the special value ⊥p to represent unreachable
program states, i.e. those not satisfying an assume statement.

We represent cache states as maps σc from memory blocks
to ages, i.e. σc tracks the age of each memory block in its

cache set: σc ∈ B → N. The LRU replacement policy is then
captured by the following transformer:

updateLRU (σc, b) := λb′ ∈ B.
0 if b = b′

σc(b
′) else if set(b) ̸= set(b′)

σc(b
′) else if σc(b) ≤ σc(b

′)

σc(b
′) + 1 otherwise

To paraphrase the above definition: (i) The accessed block b
attains age 0. (ii) The ages of blocks in other cache sets
(set(b) ̸= set(b′)) do not change. (iii) If the accessed block b
is younger than block b′, then b has already been accounted
for in the age of b′, and thus the age of b′ should not increase.
(iv) Otherwise, b maps to the same cache set as b′ and is older
than b′ and thus the access increases the age of b′.

The complete state of the system is a pair (σp, σc) and we
can capture its evolution upon arbitrary CFG decorations by
combining the previous transformers into a single one and
accounting for unknown accesses:

update((σp, σc), d) :=
{(updateS(σp, d), σc)} if d ∈ S
{(σp, updateLRU (σc, block(JdKσp

)))} if d ∈ A \ {X}
{(σp, updateLRU (σc, b)) | b ∈ B} if d = X

where block maps addresses to the corresponding memory
blocks (see Section II-A). Note that update((σp, σc), d) maps
to sets of states to capture the non-determinism introduced by
unknown accesses. We lift update to sets of states as follows:

update(S, d) := {(σ′
p, σ

′
c) | (σp, σc) ∈ S

∧ (σ′
p, σ

′
c) ∈ update((σp, σc), d) ∧ σ′

p ̸= ⊥p}

We drop unreachable states (where σ′
p = ⊥p) here.

We define the set of reachable states at each control lo-
cation RC : V → P(Σp × Σc) as the least solution to the
following set of equations:

RC(v0) = {(λi.0, σc) | σc ∈ Σc} (1)

∀v ∈ V \ {v0} : RC(v) =
⋃

(u,d,v)∈E

update(RC(u), d) (2)

Equation (1) captures that initially all loop variables are
zero, while the initial cache state can be arbitrary. Equation (2)



captures that the reachable states at node v are determined
by the reachable states at v′s predecessor nodes u updated
according to the CFG decoration between u and v. In keeping
with abstract interpretation literature [24], we refer to RC as
the collecting semantics.

V. SYMBOLIC DATA CACHE ANALYSIS

Explicitly computing the collecting semantics RC would be
very costly and only possible at all if all loops were bounded.
In this section, we lift Ferdinand’s must analysis to symbolic
control-flow graphs to obtain a tractable analysis.

A. Abstract Domain

As described earlier, Ferdinand’s must analysis maps mem-
ory blocks to an upper bound on their maximum age in order
to classify memory accesses as hits. Our analysis relies on a
similar map, except that it maps symbolic blocks, represented
via MCRs, to such age bounds. Our abstract domain is thus

σ̂ ∈ ̂SymCache = M (LoopVar) ↪→ {0, . . . , k − 1,∞},

where ↪→ indicates that symbolic cache states are partial
functions. We refer to the domain of a cache state σ̂, i.e., the
set of MCRs for which σ̂ provides an age bound, as dom(σ̂).

If our analysis maps an MCR e to age x at program point v,
it means that the memory block containing the address given
by JeKσp has age at most x for any program state σp reachable
at v. This set of program and cache states associated with an
abstract state σ̂ is captured by the concretization function γ:

γ(σ̂) := {(σp, σc) | ∀e ∈ dom(σ̂) : σc(block(JeKσp
)) ≤ σ̂(e)}

(3)
Similarly to the definition of the collecting semantics (see

Equations (1) and (2)), which uses set unions to capture all
possible behaviors of the program, we need a join operator
on the abstract domain to summarize states from several
incoming CFG edges. This join operator ⊔ conservatively
keeps, for each MCR, the maximum of the two upper
bounds provided by the joined states: σ̂1 ⊔ σ̂2 = λe ∈
dom(σ̂1) ∩ dom(σ̂2).max{σ̂1(e), σ̂2(e)}. This join operator
is correct with respect to the concretization function:

Lemma 1 (Join Correctness). For all σ̂1, σ̂2 ∈ ̂SymCache:

γ(σ̂1) ∪ γ(σ̂2) ⊆ γ(σ̂1 ⊔ σ̂2)

The proofs of all lemmas and theorems can be found in
the appendix.

B. Abstract Transformers

To reflect the cache updates upon memory accesses, we
provide two abstract transformers: ̂updateA\{X}, for accesses
to MCRs, and ̂updateX, for unknown accesses.

Unknown accesses can potentially increase the age of any
block in the cache. Thus:

̂updateX(σ̂) := λe′ ∈ dom(σ̂).

{
σ̂(e′) + 1 if σ̂(e′) + 1 < k

∞ otherwise

It is easy to prove that this transformer is correct:

⊤

ss sb+ds db

sb ssdb ds

⊥

Fig. 3: Lattice of alias relations.

Lemma 2 (Unknown Access Transformer Correctness). For
all σ̂ ∈ ̂SymCache, we have:

update(γ(σ̂),X) ⊆ γ( ̂updateX(σ̂))

The ̂updateA\{X} transformer is similar to the one used
by Ferdinand’s must analysis; it rejuvenates the accessed
symbolic block, and increases the ages of blocks in the same
cache set that are younger than the accessed block.

The main difference lies in the fact that contrary to concrete
memory blocks, which have a fixed address, it is not always
obvious whether two symbolic blocks map to the same cache
set or even to the same block. We thus rely on an auxiliary
function alias , which, given two symbolic blocks, determines
their alias relation.

There are six possible alias relations between two MCRs:
1) “Same block” sb: they map to the same memory block.
2) “Same set” ss: they map to the same cache set.
3) “Different set” ds: they map to different cache sets.
4) “Different block” db: they map to different blocks.
5) “Same set, diff. block” ssdb : conjunction of ss and db.
6) “Same block or different set” sb+ds: disjunction of ds

and sb; can also be seen as the complement of ssdb.
As shown in [25], these relations form a lattice, whose Hasse
diagram is shown in Figure 3. The alias relation of two
MCRs e1 and e2 can be determined as follows, where BS is
the size of memory blocks (in bytes) and NS is the number
of cache sets:
alias(e1, e2) :=

sb if e1 − e2 = n ∈ Z ∧ n = 0

ds else if e1 − e2 = n ∈ Z ∧
BS ≤ n mod (NS · BS ) ≤ (BS ·NS )− BS

sb+ds else if e1 − e2 = n ∈ Z ∧ −BS < n < BS

⊤ otherwise

We assume a modulo operation based on floored division, i.e.,
a mod n := a−n·⌊a/n⌋, so that 0 ≤ a mod n < n for n > 0.

The alias relation between e1 and e2 is determined by
computing the difference n of the two expressions. If the
difference between e1 and e2 is not a constant expression,
then no relation is established (last case). Otherwise, different
relations can be deduced depending on the value of n:

(i) If n is 0, we can deduce sb.
(ii) Addresses whose difference is a multiple of the way size

(NS · BS ) are guaranteed to be in the same cache set.



Conversely, if the difference between e1 and e2 is more
than BS “away” from being a multiple of the way size,
then e1 and e2 must map to different sets.

(iii) If e1 and e2 are close, i.e., less than a block size apart,
they either map to the same block or to different sets.

Other aliasing relations, such as ssdb and db could also be
deduced, but are not useful in the following.

Using alias to deduce the relation between symbolic blocks,
we can formally define the transformer ̂updateA\{X} to apply
when performing the memory access associated with MCR e.

̂updateA\{X}(σ̂, e) := λe′ ∈ dom(σ̂) ∪ {e}.

0 if alias(e, e′) ⊑ sb

σ̂(e′) else if alias(e, e′) ⊑ sb+ds
σ̂(e′) else if σ̂(e) ≤ σ̂(e′)

σ̂(e′) + 1 else if σ̂(e′) + 1 < k

∞ otherwise

Unsurprisingly, the transformer closely resembles the def-
inition of its concrete counterpart updateLRU . (i) As in the
concrete case, the accessed symbolic block is rejuvenated to
age 0, as are all symbolic blocks that represent the same
block. (ii) A symbolic block that is in the sb+ds relation
to the accessed block retains its age, which is safe, as seen
by the following case distinction: Either the block is actually
the accessed block and it should get age 0, or it maps to a
different set and its age should be unchanged (first two cases of
updateLRU ). (iii) If the accessed symbolic block e is younger
than symbolic block e′, then e has already been accounted for
in the age of e′, and thus the age of e′ should not increase. (iv)
The age of a block cannot increase by more than one upon
a single access, so the fourth case is always safe. (v) We do
not distinguish ages beyond k , as it is not helpful to classify
accesses as hits or misses. Instead we summarize these with
the safe upper bound ∞.

As for the join operator and for unknown accesses, we prove
that the access transformer is correct:

Lemma 3 (MCR Access Transformer Correctness). For all
σ̂ ∈ ̂SymCache and e ∈ A, we have:

update(γ(σ̂), e) ⊆ γ( ̂updateA\{X}(σ̂, e))

The ̂updateA\{X} transformer described above captures the
effect of memory accesses. As the symbolic cache states are
tied to the program state via the concretization function given
in (3), changes to the loop variables need to be accounted for
by appropriately adapting our symbolic cache states. We thus
provide a second transformer, ̂updateS , which captures the
effect of program statements on symbolic cache states.

We define ̂updateS separately for each type of statement.
The case of a back edge is arguably the most interesting
one. Each symbolic block e needs to be replaced by its
shifted version when i is incremented, so that the expression
preserves its original value, which is achieved as follows:

̂updateS(σ̂, backedgei) := {(Sh(e, i), b) | (e, b) ∈ σ̂} (4)

For example, Sh({A,+, 4}i, i) = {A − 4,+, 4}i, which
corresponds to replacing A[i] by A[i−1] upon incrementing i.
One might wonder whether the set defined in Equation (4)
actually defines a function. This is indeed the case for MCRs
in normal form [9], [20] for which Sh(·, i) is bijective.

Entering a loop entails resetting the corresponding loop
variable to i. However, unless the prior value of i is known,
there is no way of rewriting expressions involving the vari-
able i accordingly. Thus, in such cases the information for the
corresponding MCRs is discarded:

̂updateS(σ̂, entry i) := {(e, b) | (e, b) ∈ σ̂ ∧ i ̸∈ e}

Finally, assume statements allow the analysis to substitute
the corresponding loop variable by the assumed expression.
This allows to retain information across multiple loops or in
nested loops, e.g. in our running example where data cached
in the first loop is reused in the second loop.

̂updateS(σ̂, assumei,expr ) :=

red({(e′, b) | (e, b) ∈ σ̂ ∧ e′ = Sub(e, i, expr) ̸= fail}),

where red(S) := {(e, b) | (e, b) ∈ S ∧ ∀(e, b′) ∈ S : b′ ≥ b}.
The substitution may result in multiple expressions

becoming equal, e.g., Sub({0,+, 2}i, i, 10) =
Sub({10,+, 1}i, i, 10). Then red(S) keeps the best bound and
thereby ensures that the resulting relation is still a function.

This abstract transformer for statements is also correct:

Lemma 4 (Statement Transformer Correctness). For all σ̂ ∈
̂SymCache and s ∈ S, we have:

update(γ(σ̂), s) ⊆ γ( ̂updateS(σ̂, s))

C. Analysis Correctness and Termination

We can now merge the statement and access transformers
into a single one that deals with the three kinds of decorations:

ûpdate(σ̂, d) :=


̂updateS(σ̂, d) if d ∈ S
̂updateA\{X}(σ̂, d) if d ∈ A \ {X}

̂updateX(σ̂, d) if d = X

Similarly to the collecting semantics we define the abstract
semantics as the least solution of the following equations:

R̂(v0) = ∅ (5)

∀v ∈ V \ {v0} : R̂(v) =
⊔

(u,d,v)∈E

ûpdate(R̂(u), d) (6)

Equations (5) and (6) are the abstract counterpart of Equa-
tions (1) and (2). We can now state the main correctness the-
orem about our analyzer, which follows by standard Abstract
Interpretation arguments from Lemmas 1, 2, 3, and 4:

Theorem 1 (Analysis Correctness). For all v ∈ V , we have:

RC(v) ⊆ γ(R̂(v))
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VI. LOOP PEELING AND UNROLLING

A common problem that cache analyses by abstract inter-
pretation suffer from is the loss of precision due to joins at
the entry of loops. Indeed, the memory blocks loaded before
a loop and within a loop usually differ. As a consequence the
abstract cache states entering the loop and upon back edges
from within the loop often have few, if any, memory blocks in
common. A sound analysis can thus not conclude any blocks
to be cached at the beginning of the loop body. One can avoid
this issue by loop peeling, where the analysis distinguishes
the first few iterations of the loop from the rest of the loop
and maintains separate analysis information for each of these
iterations. This allows the analysis to capture the “warm-up
effect” commonly observed in loops iterating across arrays.
The example in Figure 4 shows a loop for which the first
16 loop iterations are peeled, which is the optimal amount of
peeling for our example from Section III.

Another problem that the basic analysis described in
Section V suffers from is the lack of alignment information
when establishing the alias relations between MCRs. For
example, one cannot tell whether A[i] and A[i + 1] map to
the same block if no information about the alignment of A[i]
is available. Indeed, it can happen that A[i] and A[i + 1] are
separated by a block boundary when A[i] mod BS = BS −1.
The necessary alignment information can be obtained by
unrolling loops, i.e. distinguishing consecutive loop iterations
from each other. In the example in Figure 4 the loop is
unrolled twice, distinguishing even from odd loop iterations.
In our example from Section III we assumed a block size of
8 bytes and array cells of size 4 bytes. Provided knowledge
about the base address of the array A, with loop unrolling,
the alignment of accesses to A[i] is fully determined.

A. Context-Sensitive Analysis

Given peeling and unrolling depths MaxPeel ≥ 0 and
MaxUnroll > 0, we define the following set of tags:

Tags := {peelx | 0 ≤ x < MaxPeel} ∪
{unrollx | 0 ≤ x < MaxUnroll}

These correspond to the nodes in the graph in Figure 4. We
then define contexts as functions that associate a tag with each
loop variable, i.e., Ctxts = LoopVar → Tags . Then, peelx
means that the loop variable has value x, and unrollx means
that value of the loop variable is in {MaxPeel +MaxUnroll ·
n+ x | n ∈ N}.

To avoid the precision loss at joins we lift our abstract do-
main to a context-sensitive domain ̂SymCaches that associates
a symbolic cache state with each context:

̂SymCaches = Ctxts ↪→ ̂SymCache

These abstract states are updated as follows upon statements:

̂updateS(σ̂, entry i) := λctx ∈ Ctxts.{⊔
t∈Tags

̂updateS(σ̂(ctx [i 7→ t]), entry i) if ctx (i) = peel0
⊥ otherwise

Entering loop i corresponds to setting the loop variable i to
zero. Thus, independently, of the previous tag for i, the new
tag for i will be peel0. The abstract value for this context
is obtained by merging the values of all predecessor contexts,
where i may be arbitrary (first case). Contexts in which the tag
for i is not peel0 are unreachable via entry edges (second case).

To define the update upon back edges we first capture the
structure of the graph in Figure 4 via its set of edges E :

E := {(peelx, peelx+1) | 0 ≤ x < MaxPeel − 1}
∪ {(peelMaxPeel−1, unroll0)}
∪ {(unrollx, unrollx+1) | 0 ≤ x < MaxUnroll − 1}
∪ {(unrollMaxUnroll−1, unroll0)}

The set E captures how contexts evolve when taking back
edges. Based on E we define ̂updateS(σ̂, backedgei):

̂updateS(σ̂, backedgei) := λctx ∈ Ctxts.⊔
ctx(i)=t′

(t,t′)∈E

̂updateS(σ̂(ctx [i 7→ t]), backedgei)

Assume statements and memory accesses do not modify
loop variables. Thus, the update is simply applied pointwise
to each context.

B. Refining Alias Relations using Context Information

Contexts provide information about the values of loop vari-
ables, which can be used to deduce the alignment of MCRs.
To do so, we rely on an auxiliary function eval mod (e, ctx )
that partially evaluates an MCR e in context ctx obtaining one
of the following results:

• Exact(n), if the MCR is known to be exactly equal to n
in context ctx .

• Mod(n, p), if the MCR is known to be equal to n
modulo p in context ctx .

• Unknown if no such statement can be deduced.



We omit eval mod here for brevity; its definition is provided
in the appendix.

Using eval mod , we can refine the alias function and use
the context to deduce alignment relations. Given two MCRs
e1 and e2, and a context ctx , we refine alias as follows:

alias(e1, e2, ctx ) :=

sb if n = e1 − e2 ∈ Z ∧ a1 ⊑ Mod(n1,BS )

∧ a2 ⊑ Mod(n2,BS ) ∧ n− n1 + n2 = 0

ss if n = e1 − e2 ∈ Z ∧ a1 ⊑ Mod(n1,BS )

∧ a2 ⊑ Mod(n2,BS )

∧ n− n1 + n2 mod NS · BS = 0

ds if n = e1 − e2 ∈ Z ∧ a1 ⊑ Mod(n1,BS )

∧ a2 ⊑ Mod(n2,BS )

∧ n− n1 + n2 mod NS · BS ̸= 0

alias(e1, e2) otherwise

where a1 = eval mod (e1, ctx ) and a2 = eval mod (e2, ctx ),
Exact(k) ⊑ Mod(n,m) if k = n mod m, and
Mod(n′,m′) ⊑ Mod(n,m) if m|m′ and n = n′ mod m.

This refined alias function first looks at the difference e1−e2
just like the non-refined version, except that the conditions to
derive some relations are relaxed if the alignments (a1 and a2)
of e1 and e2 are known.

In the first case, n1 and n2 are the offsets of e1 and e2 in
their respective blocks. Thus, one can deduce the address of
the block that e1 maps to (e1 − a1), and compare it to the
address of the block that e2 maps to (e2 − a2). The equality
of block addresses can be rewritten n − n1 + n2 = 0. If the
equality holds, then e1 and e2 map to the same block.

The second case is similar, but we check an equality on
cache sets instead of blocks. We thus consider alignments
relative to sets, by evaluating e1 and e2 modulo NS · BS .
The equality is also checked modulo the same value because
addresses that are NS · BS apart map to the same set.

The third case is analogous, except we check for expressions
mapping to different sets instead of the same one. Finally, in
cases were eval mod fails to evaluate e1 and e2 precisely, we
rely on the version of alias from Section V-B as a fallback.

VII. IMPLEMENTATION

We implemented the symbolic analysis in LLVMTA [26],
[27], [28], a WCET analysis tool based on the LLVM compiler
infrastructure. In particular, LLVMTA relies on LLVM to
compile the program, which itself uses ScalarEvolution [6],
[7] to perform optimizations. It was thus convenient to reuse
this framework and convert ScalarEvolution expressions to our
own MCR representation upon which we added support for the
shifting and substitution operations. The main difficulty arising
when converting ScalarEvolution expressions to MCRs is that
ScalarEvolution (SCEV) expressions do not only contain inte-
ger constants but also LLVM values that belong to the LLVM
intermediate representation (IR). Consider an array A that is
allocated on the stack in a function f and then passed down to
another function g accessing A[i]. A SCEV expression for such

an access would typically look like {%A,+, 4}i, where %A is
a parameter of f . We rely on debug information to determine
the register containing the value of %A, and then query a ded-
icated constant value analysis to get the register value. This al-
lows us to translate information available at the IR level down
to the machine-code level at which our analysis is performed.

Several tricks are implemented to make the analysis more
efficient. First, we rely on hash consing (https://en.wikipedia.
org/wiki/Hash_consing) of MCRs to reduce the memory foot-
print of the analysis: when building an MCR, we check if it
was already build before, and return a pointer on the old MCR
when possible. In addition to saving memory, this allows us to
cache and reuse the results of all operations involving MCRs.

Another trick to speed up the analysis is to avoid represent-
ing a symbolic cache state σ̂ ∈ ̂SymCache as a single map
of MCRs to ages. Instead, a cache state is split into several
maps, which we called “virtual sets”. We use one virtual set
per physical cache set to store expressions that are known
to map to this cache set. An additional virtual set is used for
expressions whose corresponding cache set is unknown. When
looking for “same block” MCRs (e.g. in ̂updateA\{X}), MCRs
that map to a different virtual set than the accessed MCR can
be excluded from the check, saving time. Virtual sets can also
be shared between abstract states. Upon a memory access,
if the set to which the accessed MCR is known, only the
corresponding virtual set is modified. The remaining virtual
sets can thus be shared between the old and the new abstract
state, saving memory and avoiding copies.

Regarding the values of MaxPeel and MaxUnroll , it is not
possible to choose fixed values that would work well for every
benchmark due to the presence of nested loops. For example,
it is possible to peel the first 256 iterations of a single loop,
but doing so for each loop of a loop nest of depth 3 would
lead to the creation of 2563 different contexts, blowing up the
analysis complexity. We thus introduce the notion of a peeling
budget in the analysis, which indicates the number of peeling
contexts to create per loop nest. This budget is first spent on
the innermost loop, then on the second innermost loop if it
is possible to fully peel the innermost one, and so on. For
example, consider a loop nest of depth 2, with loop bounds
of 20 and 50 for the outer and inner loops, respectively. A
peeling budget of 200 would lead to fully peeling the inner
loop, because the loop bound of the inner loop is less than
the current budget. Then the budget remaining for the outer
loop would be 200/50, leading to a MaxPeel value of 4 for the
outer loop. We could introduce a similar notion for computing
the MaxUnroll value associated to each loop. Because this
seemed unnecessary in many benchmarks, we chose to only
unroll the innermost loop.

VIII. EXPERIMENTAL EVALUATION

The aim of our experiments is to evaluate the following
three aspects of our contributions:

1) The gain in accuracy obtained by performing cache
analysis over a symbolic CFG.

2) Scalability when increasing the dataset sizes.

https://en.wikipedia.org/wiki/Hash_consing
https://en.wikipedia.org/wiki/Hash_consing


3) Scalability in terms of the cache geometry.

First, we demonstrate the properties of our analysis on the
illustrative example from Section III. Then, we present experi-
ments designed to assess the accuracy gain due to the symbolic
approach and its scalability. All experiments are performed
assuming a set-associative cache consisting of 8 cache sets,
8 cache ways, and cache lines of 64 bytes. We qualitatively
contrast our work with other related work in Section IX.

In this evaluation we use the PolyBench [29] benchmarks.
PolyBench has the advantage of providing a parametric dataset
size, i.e. one can adapt the sizes of the data structures the algo-
rithms iterate over. PolyBench provides 5 datasets size: mini,
small, medium, large, and extra large, which is convenient to
assess the scalability of our approach.

A. Behavior of the Symbolic Analysis on Illustrative Example

To verify that the symbolic analysis is behaving as expected,
we analyze multiple variants of the program in Figure 1a
from Section III. In all experiments, we use an array of
12 · 1024 = 12288 integers, but we vary the number of loop
iterations in both loops between 4 and 12288, iterating back
and forth across prefixes of the array. We then compare the
following analyses:

• The symbolic analysis in optimal settings: we peel the
exact number of iterations (1024) required to fill the cache,
and we unroll enough iterations (128) to obtain perfect cache
alignment information.

• Ferdinand’s must analysis [10], [11] under the same
settings, i.e. using the same MaxPeel and MaxUnroll values.

• Ferdinand’s analysis where both loops are fully peeled.
In each of these analyses we configure LLVMTA to compute
a bound on the number of cache misses.

We use Ferdinand’s analysis as a baseline, as the symbolic
analysis can be seen as a lifted version of Ferdinand’s analysis
to symbolic CFGs, and thus the observed differences can be
directly attributed to operating symbolically.

Figure 5a shows the number of predicted misses when
increasing the loop bounds. As expected, for low values of
the loop bounds all analyses fully peel the loops, and achieve
the same perfect results: The first loop incurs one miss in
every 16 iterations, as 16 consecutive integers of 4 bytes fit
in a 64-byte cache line. The second loop does not lead to any
additional misses because the accessed data fits entirely in the
cache. Once the loop bounds are big enough to fill the cache,
to the right of the dashed vertical line, the predicted number
of misses increases by 2 for every 16 loop iterations for both
the symbolic analysis and Ferdinand’s analysis if the loops are
fully peeled. This is due to additional misses at the end of the
second loop, which accesses blocks that were evicted at the
end of the first loop. Indeed, the results of the symbolic anal-
ysis and of Ferdinand’s analysis under full peeling are exact.

However, when the loop bounds exceed the number of
peeled iterations, Ferdinand’s analysis is unable to classify any
access as a hit anymore. As a consequence, the bound on the
number of potential misses increases with every access: spatial

locality is not exploited because the analysis does not know
the offset of the accesses inside a cache line.

Figure 5b shows the analysis runtime of the three analyses
in terms of the loop bounds. Once the loop bounds exceed
the MaxPeel value, the analysis cost remains constant.
Conversely, when increasing the value of MaxPeel to match
the loop bound, Ferdinand’s analysis gets more and more
expensive, quickly exceeding the cost of the symbolic analysis.

B. Accuracy of the Symbolic Analysis

In order to evaluate the benefits of the symbolic analysis in
more realistic cases, we analyze the PolyBench benchmarks
(with the default dataset size large), and compare its accuracy
with Ferdinand’s analysis. The cache configuration is fixed, but
we vary the values of MaxPeel and MaxUnroll . Indeed, both
analyses perform very differently in terms of running time and
accuracy when varying the peeling and unrolling settings, and
comparing the two for a fixed setting would thus be difficult.
So we set a runtime limit of one hour per benchmark and retain
for each analysis the best achievable result within this time for
each benchmark. Figure 6 shows that in these conditions, the
symbolic analysis always outperforms Ferdinand’s analysis.
The geometric mean of the ratios of the bounds computed by
the symbolic and non-symbolic analysis across all benchmarks
is 0.335, significantly improving analysis accuracy.

C. Scalability Evaluation

We claim that the symbolic analysis runtime is largely
independent of the number of loop iterations, as long as
the number of loop iterations exceeds the number of peeled
iterations. To support this claim, we ran the analysis using
the same cache configuration and peeling/unrolling settings
(MaxPeel = 1024, MaxUnroll = 128) for all the dataset
sizes available in PolyBench. Figure 7 shows the analysis
runtime for each benchmark and dataset size. Notice that the
dataset size has a smaller impact on the analysis runtime than
the benchmark itself, which suggests that the complexity of
a benchmark’s access patterns is more important than the
number of accesses generated by the benchmark. As expected,
analysis times for the large and extra large datasets are usually
very close to each other even though the number of memory
accesses in the XL case is 6.25 times higher on the average.
For the smaller dataset sizes the loop bounds often do not reach
the peeling settings, and thus the analysis cost still increases
moving from XS to S, and sometimes also from S to M and L.

D. Impact of the Cache Geometry

To evaluate the impact of the cache geometry on the analysis
runtime we designed two experiments.

In the first experiment, we investigate the impact of the
associativity on the analysis runtime. We fix the cache line
size to 64 bytes and the number of cache sets to 8, as in the
previous experiments, and analyze associativities 8, 16, 32,
and 64, corresponding to cache sizes of 4, 8, 16, and 32 KB,
respectively. We run the symbolic analysis on all benchmarks
of PolyBench for the large dataset. To enable the analysis
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Fig. 5: Accuracy and analysis time comparison on the running example.
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Fig. 6: Accuracy comparison under a time constraint of 1 hour.
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to exploit the increased cache size, we double the peeling
budget each time we double the associativity. Figure 8 shows
the geometric mean of the slowdowns relative to an analysis
with associativity 8. We observe a slowdown of 2.56, 10.7,
and 70 at associativity 16, 32, and 64, respectively.

In the second experiment, we investigate the impact of the
number of cache sets on the analysis runtime. Thus, we fix
the cache line size to 64 bytes and the associativity to 8,
and perform analyses for 8, 16, 32, 64, and 128 cache sets,
corresponding to cache sizes of 4, 8, 16, 32 and 64 KB,
respectively. Again, we double the peeling budget each time
we double the number of cache lines. Figure 9 shows the
geometric mean of the slowdowns relative to an analysis with
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Fig. 8: Geometric mean of slowdowns relative to an analysis
with associativity 8 across PolyBench for the large dataset.

8 16 32 64 128
100

101

102

Number of Sets (NS )

R
el

at
iv

e
Sl

ow
do

w
n Number of Sets (NS )

Fig. 9: Geometric mean of slowdowns relative to an analysis
with 8 cache sets across PolyBench for the large dataset.

8 cache sets. We observe a slowdown of 2.07, 5.99, 23.8, and
125 at 16, 32, 64, and 128 cache sets, respectively.

In both experiments, we observe that the analysis runtime
increases superlinearly with the cache size. Indeed, there are
two effects at play here that are each individually expected
to induce a linear slowdown: (i) the peeling budget is pro-
portional to the cache size and thus the number of contexts
increases linearly, and (ii) the abstract cache states grow
linearly in the cache size. The effect of (ii) on the analysis
runtimes is less pronounced when increasing the number of
cache sets than when increasing the associativity due to the
use of virtual sets, and we observe smaller slowdowns there.



IX. RELATED WORK

Static cache analysis has received considerable attention in
the context of WCET analysis. In the following, we focus on
work targeted at data cache analysis. For a broader review of
the literature consider the survey paper by Lv et al. [30].

At a high level, work on static cache analysis can be
partitioned into classifying and bounding analyses:

• Classifying analyses [10], [11], [31], [32], [33], [34],
[35], [13], [14], [36], [37] classify individual accesses in the
program as hits or misses. Ferdinand’s may and must analysis
and our symbolic analysis fall into this class.

• Bounding analyses [38], [39], [11], [40], [41], [42], [19],
[43] compute bounds on the number of misses that occur in
a program fragment or in a subset of the program’s accesses.

Let us first discuss related classifying analyses. We have
already extensively discussed Ferdinand’s LRU must analy-
sis [10], [11] throughout the paper. It relies on a plain CFG
abstraction, and precise analysis results for data caches are
only possible if loops are fully unrolled.

Sen and Srikant [31] build upon LRU must analysis and
make two contributions: (i) They introduce a new domain
to analyze the set of memory addresses associated with a
static memory reference called circular linear progressions.
(ii) They introduce a new approach to context-sensitive anal-
ysis in which a loop is partitioned into n same-length regions
that are further split into two parts. The first part is analyzed in
“expansion mode”, meaning that it is fully virtually unrolled,
distinguishing all individual iterations, while the second part is
analyzed in “summary mode”. To achieve accurate results, the
approach requires an unrolling value that is proportional to the
number of loop iterations, similarly to Ferdinand’s analysis.

Hahn and Grund [25], [44] introduce relational cache
analysis, which tracks relations between memory accesses
in the program following the lattice in Figure 3 similarly
to our analysis. Wegener [23] proposes to judiciously apply
loop peeling and unrolling to relational cache analysis. Their
work is able to detect the exploitation of spatial and temporal
locality within a given loop iteration (or within a sequence
of loop iterations in case of unrolling). The fundamental
limitation of [25], [44], [23] that our approach overcomes,
is that their analysis never tracks more than a single symbol
for each static memory reference (per unrolled iteration of the
loop) in the program, whereas our analysis may dynamically
generate an unbounded number of symbols for the same static
reference due to the shifting operation upon loop back edges.
As a consequence, in our example program, the temporal
locality in the second loop would be entirely missed by
relational cache analysis. The other major difference lies in
our use of LLVM’s ScalarEvolution framework to determine
access expressions and loop bounds.

Let us now turn to bounding analyses. Kim et al. [38] deter-
mine a bound on the number of memory blocks accessed in a
program. If at most m distinct blocks are accessed, and these
fully fit into the cache, then at most m misses may occur. Such
a cache persistence [19] argument only works in cases where

the amount of accessed data is smaller than the cache itself,
which is often not the case, e.g. in our illustrative example
and in the entire PolyBench suite for larger dataset sizes.

Huynh et al. [40] present a persistence analysis that takes
a different perspective, separately considering each memory
block accessed in the program. For each such block, the anal-
ysis determines whether it is persistent, i.e., whether accesses
to that block can result in more than one miss. This persistence
classification is furthermore performed at different spatial and
temporal scopes, e.g. distinguishing different intervals of loop
iterations. As a result the analysis may be highly accurate.
However the analysis complexity is at least linear in both the
number of distinct memory blocks accessed by the program
and the dynamic number of accesses performed (> 1011 for
several PolyBench benchmarks for the XL dataset), whereas
our analysis is independent of both of these.

The approach of Sotin et al. [43] consists in encoding
the program semantics and the cache replacement policy
in a formula whose integral solutions correspond to cache
misses, and to discharge this counting problem to an external
solver [45]. The approach is however limited to counting
misses associated to a single static memory reference inside a
loop. Ad hoc extensions handling non-linear accesses, several
accesses in the same loop, and analyzing nested loops are
suggested, but it is not clear whether these approaches can be
combined together to handle larger classes of programs.

Finally, there is a long and rich history of analytical cache
models [46], [47], [48], [49], [50], [51], [52], [53], [54], [55]
that determine the exact number of misses generated by loop
nests. A common limitation of this line of work is that it
cannot handle programs with input-dependent branches or
memory accesses.

X. CONCLUSIONS AND FUTURE WORK

We have introduced symbolic data cache analysis a novel
analysis that systematically exploits a richer program abstrac-
tion than prior work, namely symbolic control-flow graphs,
which can be obtained from LLVM’s ScalarEvolution analysis.
The experimental evaluation demonstrates that this new anal-
ysis outperforms classical LRU must analysis both in terms of
accuracy and analysis runtime.

As a proof of concept, we have lifted the classical LRU
must analysis to the symbolic level. Other existing analyses
operating on plain CFGs could similarly be made symbolic,
e.g. persistence analyses or classifying analyses for various
replacement policies. It would also be interesting to investigate
whether exact cache analysis on symbolic CFGs is possible
along the lines of recent exact cache analyses on plain CFGs.

Another direction for future work is to apply the idea of
symbolic cache analysis to even richer program abstractions,
e.g. modeling operations on heap data structures.
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APPENDIX A
PROOFS

Lemma 1 (Join Correctness). For all σ̂1, σ̂2 ∈ ̂SymCache:

γ(σ̂1) ∪ γ(σ̂2) ⊆ γ(σ̂1 ⊔ σ̂2)

Proof. Let σ̂1, σ̂2 ∈ ̂SymCache, and (σp, σc) ∈ γ(σ̂1)∪γ(σ̂2).
We assume without loss of generality that (σp, σc) ∈ γ(σ̂1).
By definition of the concretization function, we have:

∀e ∈ dom(σ̂1) : σc(block(JeKσp
)) ≤ σ̂1(e)

Thus, for any e ∈ dom(σ̂1) ∩ dom(σ̂2), we have:

σc(block(JeKσp)) ≤ σ̂1(e)

≤ max(σ̂1(e), σ̂2(e))

≤ (σ̂1 ⊔ σ̂2)(e)

Thus, (σp, σc) ∈ γ(σ̂1 ⊔ σ̂2).

Lemma 2 (Unknown Access Transformer Correctness). For
all σ̂ ∈ ̂SymCache, we have:

update(γ(σ̂),X) ⊆ γ( ̂updateX(σ̂))

Proof. Let σ̂ ∈ ̂SymCache . Let (σ′
p, σ

′
c) ∈ update(γ(σ̂),X).

We will show that (σ′
p, σ

′
c) ∈ γ( ̂updateX(σ̂)).

Let (σp, σc) ∈ γ(σ̂) and b ∈ B such that (σ′
p, σ

′
c) =

update((σp, σc), b). We know that ∀e ∈ dom(σ̂) :
σc(block(JeKσp)) ≤ σ̂(e), and we want to prove that ∀e ∈
dom(σ̂′).σ′

c(block(JeKσ′
p
)) ≤ σ̂′, where σ̂′ = ̂updateX(σ̂).

Let e ∈ dom(σ̂′) = dom(σ̂). Expanding all definitions, we
have σ′

c(block(JeKσ′
p
)) ≤ σc(block(JeKσp)) + 1 ≤ σ̂(e) + 1 ≤

σ̂′(e).
Thus (σ′

p, σ
′
c) ∈ γ(σ̂′), finishing the proof.

Lemma 3 (MCR Access Transformer Correctness). For all
σ̂ ∈ ̂SymCache and e ∈ A, we have:

update(γ(σ̂), e) ⊆ γ( ̂updateA\{X}(σ̂, e))

Proof. Let σ̂ ∈ ̂SymCache, e ∈ M (LoopVar) and (σp, σc) ∈
γ(σ̂). We will show that
(σp, updateLRU (σc, block(JeKσp

))) ∈ γ( ̂updateA\{X}(σ̂, e)).
To ease reading, we introduce the following notations:

• b = block(JeKσp
), the block e maps to.

• σ̂′ = ̂updateA\{X}(σ̂, e), the successor of σ̂ after the
update.

• σ′
c = updateLRU (σc, b), the successor of σc.

We then want to prove that: (σp, σ
′
c) ∈ γ(σ̂′), i.e. ∀e′ :

σ′
c(block(Je′Kσp

)) ≤ σ̂′(e′).
Let e′ ∈ dom(σ̂)∪{e}. Noting b′ = block(Je′Kσp

), we want
to show that σ′

c(b
′) ≤ σ̂′(e′). This is done by reasoning by

case distinction, looking at how σ̂′(e′) is obtained from σ̂(e′).
• Assume alias(e, e′) ⊑ sb: By correctness of alias , we

have: b = b′, which by definition of updateLRU leads
to σ′

c(b
′) = 0. We thus have σ′

c(b
′) ≤ σ̂′(e′). This case

covers in particular the condition e = e′. In the remaining
cases, we will thus assume that e ̸= e′, and thus that
e′ ∈ dom(σ̂).

• Suppose alias(e, e′) ⊑ sb+ds: Again, by correctness of
alias , we have either b = b′ or set(b) ̸= set(b′). If b =
b′, we are back to the previous case and σ′

c(b
′) = 0 ≤

σ̂′(e′). Otherwise, set(b) ̸= set(b′), and by definition
of updateLRU we obtain σ′

c(b
′) = σc(b

′). However, we
have σc(b

′) ≤ σ̂(e′) because (σp, σc) ∈ γ(σ̂) and e′ ∈
dom(σ̂). In addition, by case hypothesis, and definition of

̂updateA\{X}, we have: σ̂′(e′) = σ̂(e′). Combining these
inequalities together we obtain:

σ′
c(b

′) = σc(b
′) ≤ σ̂(e′) = σ̂′(e′)

• Otherwise, assume σ̂(e) ≤ σ̂(e′): By ̂updateA\{X} and
γ, we get σ̂′(e′) = σ̂(e′) ≥ σc(b

′). We then do one
additional case distinction:
– If σc(b) ≤ σc(b

′), by updateLRU we obtain:

σ′
c(b

′) = σc(b
′) ≤ σ̂(e′) = σ̂′(e′)

– Else σc(b
′) < σc(b). We thus have:

σ′
c(b

′) ≤ σc(b
′) + 1 ≤ σc(b) ≤ σ̂(e) ≤ σ̂(e′) = σ̂′(e′)

Both subcases thus lead to σ′
c(b

′) ≤ σ̂′(e′) as required.
• Otherwise, suppose σ̂(e′) + 1 < k : By definition of

̂updateA\{X}, we have σ̂′(e′) = σ̂(e′) + 1. Considering
all cases in updateLRU , observe that σ′

c(b
′) ≤ σc(b

′)+1,
and so

σ′
c(b

′) ≤ σc(b
′) + 1 ≤ σ̂(e′) + 1 = σ̂′(e′)

• Finally, assume none of the conditions above apply: By
definition ̂updateA\{X}, we have σ̂′(e′) = ∞ and so
trivially σ′

c(b
′) ≤ σ̂′(e′).

This finishes the proof. In all cases, we have σ′
c(b

′) ≤ σ̂′(e′)
proving that (σp, σ

′
c) ∈ γ(σ̂′), and thus:

update(γ(σ̂), e) ⊆ γ( ̂updateA\{X}(σ̂, e))

Lemma 4 (Statement Transformer Correctness). For all σ̂ ∈
̂SymCache and s ∈ S, we have:

update(γ(σ̂), s) ⊆ γ( ̂updateS(σ̂, s))

Proof. Let σ̂ ∈ ̂SymCache , s ∈ S and
(σ′

p, σ
′
c) ∈ update(γ(σ̂), s)). We will show that

(σ′
p, σ

′
c) ∈ γ( ̂updateS(σ̂, s)). In the remaining, we will

note σ̂′ = ûpdate(σ̂, s).
By definition of update , σ′

p ̸= ⊥p and there exists
(σp, σc) ∈ γ(σ̂) such that (σ′

p, σ
′
c) = update((σp, σc), s).

From this, we deduce σ′
c = σc. and σ′

p = updateS(σp, s).
We want to show that for any e′ ∈ dom(σ̂′),

σc(block(Je′Kσ′
p
)) ≤ σ̂′(e′).

Let e′ ∈ dom(σ̂′). We proceed by case distinction on the
value of s:

• If s = entry i for some i: Because e′ ∈ dom(σ̂′), we
have i /∈ e′ and thus Je′Kσ′

p
= Je′Kσp[i 7→0] = Je′Kσp

. On
the other side, we have: σ̂′(e) = σ̂(e). Inserting these



equalities in the definition of (σp, σc) ∈ γ(σ̂), we obtain
the desired inequality: σc(block(Je′Kσ′

p
)) ≤ σ̂′(e′).

• If s = backedgei for some i: By definition of ̂updateS ,
there is an e such that e′ = Sh(e, i) and σ̂′(e′) = σ̂(e).
We thus have:

σc(block(Je′Kσ′
p
)) = σc(block(JSh(e, i)Kσp[i7→σp(i)+1]))

= σc(block(JeKσp))

≤ σ̂(e)

≤ σ̂′(e′)

• If s = assumei,expr for some i and expr ∈
MCR(LoopVar \ {i}): By defintion of ̂updateS , we
know there is an e such that e′ = Sub(e, i, expr) ̸= fail
and σ̂′(e′) = σ̂(e). We already deduced that σ′

p ̸= ⊥p,
which now implies that σ′

p = σp and σp(i) = JexprKσp

We thus have:

σc(block(Je′Kσ′
p
)) = σc(block(JSub(e, i, expr)Kσp))

= σc(block(JeKσp[i 7→JexprKσp ]
))

= σc(block(JeKσp[i 7→σp(i)]))

= σc(block(JeKσp
))

≤ σ̂(e)

≤ σ̂′(e′)

In every case, it thus holds that σc(block(Je′Kσ′
p
)) ≤ σ̂′(e′),

proving that (σ′
p, σ

′
c) ∈ γ(σ̂′) as desired.

Lemma 5 (Concrete Domain Completeness). The set D =
P((LoopVar → N)×(B → N)), where B is the set of memory
blocks accessed by the program, is a complete lattice.

Proof. D being a powerset,
⋃
S and

⋂
S are obvious least

upper and greatest lower bound for any subset S of D.

Lemma 6 (Abstract Domain Completeness). The set
̂SymCache = M (LoopVar) ↪→ {0, . . . , k − 1,∞} is a

complete lattice.

Proof. Let S ⊆ ̂SymCache . Consider
⊔
S = λe ∈⋂

σ̂∈S dom(σ̂).max({σ̂(e), σ̂ ∈ S}).
⊔
S is well defined even

for an infinite subset S because {0, . . . , k−1,∞} being finite,
{σ̂(e), σ̂ ∈ S} always admit a maximum.

⊔
S belongs to

̂SymCache and the upper-bound property ∀σ̂ ∈ S : σ̂ ⊑
⊔
S

is obvious. One can show in a similar way that
d
S =

λe.min({σ̂(e), σ̂ ∈ S}) is a lower bound in ̂SymCache for
any subset S of ̂SymCache , making it a complete lattice.

Theorem 1 (Analysis Correctness). For all v ∈ V , we have:

RC(v) ⊆ γ(R̂(v))

Proof. The semantics RC and R̂ can be rewritten as the least
fixpoints of the following functions:

F (R) = λv.R0 ∪
⋃

(u,d,v)∈E

update(R(u), d)

F̂ (R̂) = λv.R̂0(v) ⊔
⊔

(u,d,v)∈E

ûpdate(R̂(u), d)

where

R0(v) =

{
{(λi.0, σc) | σc ∈ Σc} if v = v0

∅ otherwise

R̂0(v0) = ∅

This is well-defined because the Knaster-Tarski fixpoint the-
orem guarantees the existence of these fixpoints. Indeed, F
and F̂ are monotone by construction, and Lemmas 5 and 6
ensures that our concrete and abstract domains are complete
lattice. In addition, the Knaster-Tarski theorem ensures that
RC = lfp(F ) =

⋂
Red(F ) =

⋂
{R | R ⊇ F (R)} (the same

relation holds for R̂ and F̂ but we will not need it).
From Lemmas 2 and 3 and 4 about the correctness of

statement and access transformers, one can trivially derive that
for any σ̂:

update(γ(σ̂, d) ⊆ γ(ûpdate(σ̂, d))

We thus have:

F (γ(R̂)) = λv.R0∪⋃
(u,d,v)∈E

update(γ(R̂(u)), d)

⊆ λv.R0 ∪
⋃

(u,d,v)∈E

γ(ûpdate(R̂(u), d))

⊆ λv.R0 ∪ γ

 ⊔
(u,d,v)∈E

ûpdate(R̂(u), d)


⊆ λv.γ(R̂0) ∪ γ

 ⊔
(u,d,v)∈E

ûpdate(R̂(u), d)


⊆ λv.γ

R̂0 ⊔
⊔

(u,d,v)∈E

ûpdate(R̂(u), d)


⊆ γ(F̂ (R̂))

Finally, we get the following inequalities:

R̂ = lfp(F̂ ) ⇒ F̂ (R̂) = R̂

⇒ γ(F̂ (R̂)) = γ(R̂)

⇒ F (γ(R̂)) ⊆ γ(R̂)

⇒ γ(R̂) ∈ Red(F )

⇒ γ(R̂) ⊇ lfp(F ) = RC



APPENDIX B
DEFINITION OF eval mod

This section provides a formal definition of the eval mod function used in the submission. The role of eval mod is to
evaluate an expression in a context that provides partial information about the current loop iteration. Thus, the return value of
eval mod needs to represent partially known values, which is done using the following enumeration:

• Exact(n) when the evaluated expression is known to be exactly n in the given context.
• Mod(n, k) when only the residue modulo k is known to be n.
• Unknown when no information can be derived in the given context.
We overload arithmetic operations (with bop ∈ {+,−,×}) to operate on this partial knowledge as follows:

a1 bop a2 =



Exact(n1 bop n2) if a1 = Exact(n1) ∧ a2 = Exact(n2)

Mod((n1 bop n2) mod k2, k2) if a1 = Exact(n1) ∧ a2 = Mod(n2, k2)

Mod((n1 bop n2) mod k1, k1) if a1 = Mod(n1, k1) ∧ a2 = Exact(n2)

Mod((n1 bop n2) mod gcd(k1, k2), gcd(k1, k2)) if a1 = Mod(n1, k1) ∧ a2 = Mod(n2, k2)∧
gcd(k1, k2) > 1

Unknown otherwise

We then define an auxiliary function evalAux mod as follows:

evalAux mod (n, ctx , S) := Exact(n)

evalAux mod (e1 bop e2, ctx , S) := evalAux mod (e1, ctx , S) bop evalAux mod (e2, ctx , S)

evalAux mod ({e1,+, e2}i, ctx , S) :=



Unknown if i ∈ S

evalAux mod (e1, ctx , S)+ if i /∈ S ∧ ctx (i) = peeln
evalAux mod (e2, ctx , S ∪ {i})× Exact(n)

evalAux mod (e1, ctx , S)+ if i /∈ S ∧ ctx (i) = unrolln

evalAux mod (e2, ctx , S ∪ {i})×
Mod(MaxPeel + n,MaxUnroll)

The function eval mod is then defined as eval mod (e, ctx ) = evalAux mod (e, ctx , {}). The auxiliary function evalAux mod

is recursive, and evaluates an expression by first evaluating its subexpressions in a bottom-up manner. The set S, initially
empty, is used to track down the set of induction variables already met along the evaluation path in the top-down direction. Its
role is to detect the evaluation of expressions of degree greater than 2 for a given induction variable, and return Unknown in
this case. Indeed, the provided formula would be invalid for such expressions when the loop induction variable is not exactly
known. Consider {1,+, {2,+, 1}x}x as an example of such an expression, which represents (x+1)(x+2)

2 , and assume x is only
known to be equal to 1 modulo 2. x = 1 would lead to (x+1)(x+2)

2 = 3, but x = 3 would lead to (x+1)(x+2)
2 = 10, which has

a different residue modulo 2. Note that the tracking of loop-induction variables to avoid this case is simple but incomplete: it
is possible that evalAux mod returns Unknown in cases in which it would be possible to extract better information. However,
in practice, most expressions are linear and thus evalAux mod almost always succeeds.
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