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Abstract—3D robotic vision is proposed using a neural
network model that forms sparse distributed memory traces
of spatiotemporal episodes of an object. These episodes are
generated by the robot interaction with the environment or by
robot’s movement around 3D object and its perspective to the
objects. The traces are distributed in each cell and synapse that
participates in many traces. This sharing of representational
substrate enables the model for similarity based generalization
and thus semantic memory. The results are provided showing
that spatiotemporal patterns map to similar traces, as a first
step for robot 3D vision system. The model achieves this
property by measuring the degree of similarity between the
current input pattern on each frame and the expected input
given the preceding frame and then adding an amount of noise,
inversely proportional to the degree of similarity, to the process
of choosing the internal representation for the current frame
and the predictable input given the preceding frame.

Keywords-3D robotic vision; Semantic Spatiotemporal Mem-
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I. INTRODUCTION

We used a sparse distributed neural network model, TES-

MECOR [1], [2] (Temporal Episodic and Semantic Memory

using Combinatorial Representations), that can learn full

episodes from a single trial, and we showed the advantage

of using this model in the 3D robot vision system. The

model predicts its episode, on each frame, and computes

the similarity between the predicted and real input patterns

and then adding an amount of noise inversely proportional

to the similarity into the process of choosing an internal

representation (IR) for that frame. When expected and actual

inputs match entirely, no noise is added, allowing those IR

cells having maximal input via previously modified weights

to be reactivated for fully deterministic recall. When they

entirely mismatch, enough noise is added to over write the

previous learned weights, resulting in activation of an IR

having little overlap with preexisting traces.

The contradicting purposes of episodic memory and pat-

tern recognition, has led other researchers to propose that

the brain uses two complementary systems. [3], [4], [5]

propose that the function of the hippocampus is to learn new

individual information, whereas the purpose of neocortex is

to integrate information across individual instances.

We show that TESMECOR performs better when getting

feedback from the robotic system, by slowing down or

speeding up according to robot movement speed around

the object, more than that, by providing the direction of

robot-movement to the model. The model can learn various

episodes for a single object regardless of the robot move-

ment.

II. ROBOT & EPISODIC SPATIOTEMPORAL MEMORY

In the design of our robot we took into consideration the

robot’s ability to change its perspective to the object and be

able to move around it. To achieve that, we designed our

robot with two parts the head, and the body Fig.1

Figure 1: The robot we used in our experiment, using smart-

phones technology and our previously proposed Foveal

Vision System [6]

By dividing the robot vision to foveal and periphery

vision, we could implement an attention system similar to

our previous work [7]. The head can rotate vertically and

horizontally to locate the object in the center of its vision

(fovea), while the body helps the robot to move to change

the robot position relative to the object.
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(a) Frame 0 (b) Frame 1 (c) Frame 2 (d) Frame 3 (e) Frame 4 (f) Frame 5 (g) Frame 6

(h) Frame 7 (i) Frame 8 (j) Frame 9 (k) Frame 10 (l) Frame 11 (m) Frame 12 (n) Frame 13

(o) Frame 14 (p) Frame 15 (q) Frame 16 (r) Frame 17 (s) Frame 18 (t) Frame 19 (u) Frame 20

Figure 2: Different time slices (frames) of an episode for a 3D object (cup) while the robot rotating around it (clockwise),

after applying Gaussian Smoothing and Edge Detection

We used smart-phones platform as a robot brain, and used

its camera as eye for our robot, and by utilizing the capability

of parallel processing of the platform we could achieve real-

time image filters onboard. The processed information then

send wirelessly to a server for training and recalling stages.
Using this design the robot can rotate around the object

and generate episodes of an 3D object as shown in Fig.2.
As shown in Fig.3, TESMECOR model consists of two

layers. Layer 1 (L1) consists of binary feature detectors and

its layer 2 (L2) consists of competitive modules (CMs). L2

cell has horizontal connections to all other L2 cells via a

horizontal matrix (H-matrix) of binary weights, except those

in its own CM.
The model operates in the following way. On each frame,

a pattern is presented to L1. On that same frame, one L2

cell is chosen at random to become active in each CM

corresponding to an active L1 cell. In addition, the horizontal

weights from the L2 cells active on the prior frame to those

that become active on the current time are increased to their

maximal value of one. In this way, spatiotemporal memory

traces are embedded in the H-matrix.
On each Frame, the global degree of match between

the actual current input and the predicted input, given the

spatiotemporal context of the current input, modulates the

amount of noise injected into the process of selecting which

L2 cells will become active. The smaller the match, the more

noise is added and the greater the difference between the

internal representation (IR) that would have become active

purely on the basis of the deterministic inputs reflecting prior

learning and the IR that actually does become active. The

greater the match, the less is noise added and the smaller

the difference between the most highly implicated IR (on

the basis of prior learning) and the actually chosen IR.
The following is the TESMECOR’s processing algorithm,

Figure 3: TESMECOR architecture. Each L1 cell has a

connection with each cell in L2. Each L2 cell has horizontal

connections to all other L2 cells except those in its own CM

which is computed on each time slice for each L2 cell.

In eq.1, each L2 cell, i, computes its total weighted input,

ψi,t, from the set, Γt, of currently active L1 cells.

ψi,t =
∑
j∈Γt

Wji (1)

In eq.2, the ψ values are normalized within each CM.

That is, we find the maximum ψ value, in each CM and

divide all the individual values by the greater of that value

and F-matrix threshold, FΘt.
FΘt is needed to ensure that

small feedforward signals are not amplified in subsequent

normalization steps.

Ψi,t =
ψi,t

max(maxj∈CM (ψi,t),F Θt)
(2)
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In eq.3, each L2 cell, i, computes its total weighted input,

φi,t, from the set, Δt−1, of L2 cells active on the prior time

slice.

φi,t =
∑

j∈Δt−1

Wji , t > 0 (3)

In eq.4, the φ values are normalized within each CM.

That is, we find the maximum φ value, in each CM and

divide all the individual values by the greater of that value

and an H-matrix threshold,HΘt.
HΘt is needed to ensure that

small H values are not amplified in subsequent normalization

steps.HΘt also varies from one time slice to the next.

Φi,t =
φi,t

max(maxj∈CM (φi,t),H Θt)
, t > 0 (4)

In eq.5 works differently on the first time slices of

episodes than on the rest. When t >0, we multiply the

two pieces of evidence, Ψi,t and Φi,t, that cell i should

become active but we do this after passing them through

separate exponential filters. Since Ψi,t and Φi,t, are both

between 0 and 1, the final χi,t values output from this step

are also between 0 and 1. The exponential filters effect

a generalization gradient: the higher the exponents, u,w,

and v, the sharper the gradient and the more sensitive the

model is to differences between inputs (i.e., the finer the

spatiotemporal categories it would form) and the less overlap

between the internal representations chosen by the model.

χi,t =

{
Ψu

i,tΦ
v
i,t , t > 0

Ψw
i,t , t = 0

(5)

In eq.6, we normalize the combined evidence vector, again

subject to a threshold parameter, χΘt, that prevents small

values from erroneously being amplified.

Xi,t =
χi,t

max(maxj∈CM (χi,t),χΘ)
, t > 0 (6)

In eq.7, we determine the maximum value, πk,t, of the

Xi,t values in each CM. These π values constitute local, i.e.,

within each CM, comparisons between the model’s expected

and actual inputs.

πk,t = max
j∈CMk

Xi,t , 1 ≤ k ≤ Q (7)

In eq.8, we compute the average of these local comparison

results across the Q CMs of L2, resulting in the model’s

global comparison, Gt, of its expected and actual inputs.

Gt =

Q∑
k=1

πk,t/Q (8)

In eq.9, we convert the Xi,t values back into a probability

distribution whose shape depends on Gt. We want to achieve

the following: if Gt is 1.0, indicating that the actual input

has perfectly matched the model’s expected input, then, in

each CM, we want to choose, with probability 1.0, the cell

belonging to the IR representing that expected input. On the

other hand, if Gt = 0, then we want to make all the cells,

in any given CM, be equally likely to be chosen winner. the

function, f, is a sigmoid that meets the above goals.

Pi,t =
f(Xi,t, Gt)∑

j∈CM f(Xi,t, Gt)
(9)

To summarize, on each frame, every L2 cell compares two

evidence vectors, the H-vector, reflecting the sequence of

patterns leading up to the present frame (temporal context),

and the F-vector, reflecting the current spatial pattern (spatial

context). These vectors are separately nonlinearly filtered

and then multiplicatively combined. The combined evidence

vector is then renormalized and nonlinearly filtered before

being turned into a probability distribution that governs the

final selection of L2 cells to become active.

III. RESULTS

In this section, we provide the results of preliminary

investigations of the model demonstrating that it performs

similarity-based generalization and categorization in the

spatiotemporal pattern domain.
The three cases as shown in Fig.4 are performed, each

with two different speed, fast and slow, generating 6 episodes

of 20 frames. The model was then tested by presenting

sequence of 5 frames of the perturbed episodes as prompt.

Following the prompt frames, the model entered a free-

running mode (i.e. cutting off any further input) and pro-

cessing continued from that point merely on the basis of

signals propagating in the H-projection.
In Table 1, R1, R2 is the recall accuracy with frame 0

to 5 and frame 10 to 15 given as prompt for the model

respectively.

Table I: Categorization Results

Cases R1
Case R2

Case

Case1 fast 90.1 89.0%

Case1 slow 92.3 93.7%

Case2 fast 93.3 92.9%

Case2 slow 89.7 91.4%

Case3 fast 82.3 87.3%

Case3 slow 85.7 88.2%

To calculate the recall accuracyRe, for a given episode e,

we used eq.10.

Re = (Ce −De)/(Ce + Ie) (10)

where Ce is the number of L2 cells correctly active during

recall of eth episode, De is the number of deleted L2 cells,

and Ie is the number of intruding L2 cells.
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(a) Case 1 (b) Case 2 (c) Case 3

Figure 4: Robot movement around the object

IV. DISCUSSION

These results indicate that the model was extremely good

at locking into the trace corresponding to the most-closely-

matching original episode. The accuracy measure, Rset

(eq.10) measures how close the recall L2 trace is to the

L2 trace of the most-closely-matching original episode. The

view taken here in is that given that the pattern to be

recalled are spatiotemporal, the most relevant measure of

performance is the measure of accuracy on the last frame

of the test episode. If the model can ”lock into” the correct

memory trace by the end of the recalled trace, then that

should be sufficient evidence that model has recognized the

input as an instance of a familiar episode.

More than that the result R2 from the table show that the

model can correctly locking into the episode starting from

any time frame, this indicate that the robot can recognize its

position relative to the 3D objects.

We believe that this approach is a first step to study how

the brain can think and dream in a 3D world, by using this

approach our robot could arguably rotate 3D objects in its

mind.

V. CONCLUSION

These results provide preliminary evidence that using

TESMECOR as a robot vision system allows the system

to exhibits generalization, and categorization, in the spa-

tiotemporal domain, in addition to that, it allows the robot

to recognize its location and movement around 3D objects.

In the future we want to farther investigate the hierarchical

Spatiotemporal Memory model, which will allow our robot

to integrate its various sensory input to the same neural

network model.
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