Using a Probabilistic Neural Network for a Large Multi-label Problem

Elias Oliveira Patrick Marques Ciarelli
Department of Information Science  Department of Electrical Engineering

Alberto F. De Souza Claudine Goncgalves
Department of Computer Science  Department of Computer Science

Universidade Federal do Bsjpo Santo
Av. Fernando Ferrari, 514
29075-910, Vibria - ES, Brazil

E-mail: {elias,claudine,alberto }@Icad.inf.ufes.br

Abstract to deal with. One example of these applications is the clas-
sification of companies based on their economic activities
The automation of the categorization of economic activ- description, also called mission statements, which remtes
ities from business descriptions in free text format is achug the business context of the companies’ activities, in other
challenge for the Brazilian governmental administration i  words, the business economic activities from free text de-
the present day. When this problem is tackled by humansscription by the company’s founders.
the subjectivity on their classification brings anotherpro The categorization of companies according to their eco-
lem: different human classifiers can give different results nomic activities constitute a very important step towards
when working on a set of same business descriptions. Thisuilding tools for obtaining information for performingest
can cause a serious distortion on the information for the tistical analysis of the economic activities within a city o
planning and taxation of the governmental administrations country. With this goal, the Brazilian government is creat-
on the three levels: County, State and Federal. Further- ing a centralized digital library with the business economi
more, the number of possible categories considered is veryactivity descriptions of all companies in the country. Tlhis
large, more than 1000 in the Brazilian scenario. The large brary will serve the three government levels: Federal; the 2
number of categories makes the problem even harder to beStates; and more than 5.000 Brazilian counties. We estimate
solved, as this is also a multi-labeled problem. In this work that the data related to nearly 1.5 million companies will
we compared the multi-label lazy learning technicivi, - have to be processed every year [3] into more than 1.000
KNN, to our Probabilistic Neural Network approach. Our possible different activities. It is important to highlighat
implementation overcome thdL-kNN algorithm in four  the large number of possible categories makes this problem
metrics typically used in the literature for multi-labeltea  particularly complex when compared with others presented
gorization problems. in the literature [11, 16].
In this paper we proposed a slightly modified version of
the standard structure of the probabilistic neural network
1 Introduction (PNN) [17] so that we could deal with the multi-label prob-
lem faced in this work. We compared our approach against
Automatic text classification and clustering are still very the ML-KNN [18] through our business economic activ-
challenging computational problems to the information re- ity descriptions dataset and the probabilistic neural netw
trieval (IR) communities both in academic and industrial showed to be far superior than the MC(NN. The ML-KNN
contexts. Currently, a great effort of work on IR, one can Was chosen here because of a previous work in [18] where it
find in the literature, is focused on classification and elust ~ was considered to be the best algorithm for all the datasets
ing of generics content of text documents. However, there used.
are many other important applications to which little atten This work is organized as follows. In Section 2, we detail
tion has hitherto been paid, which are as well very difficult more the characteristics of the problem and its importance



for the government institutions in Brazil. We describe our have the same job being performed many times by each of
probabilistic neural network algorithm in Section 3. In Sec the three level of the government officials. Nevertheldss, i
tion 4, the experimental results are discussed. Finally, weis known that there has been not enough man power to do
present our conclusions and indicate some future paths fotthis job properly.

this research in Section 5. For all these reasons, the computational problem ad-
dressed by us is mainly that of automaticadlyggesting
2 TheProblem the human classifier the semantic correspondence between

a textual description of the economic activities desavipti

of a company and one or more items of the CNAE table.

Or, depends on the level of certainty the algorithms have
on the automatic classification, we may consider bypassing
thus the human classifier.

In many countries, companies must have a contrati-(
cles of Incorporatioror Corporate Charterin USA), with
the society where they can legally operate. In Brazil, this
contract is called aocial contractand must contain the
statement of purposef the company — this statement of .
purpose describe thmusiness activitiesf the company and ~ 2-1 ~ Evaluating the Results
must be categorized into a legal business activity by Brazil
ian government officials. For that, all legal business &ctiv Typically, text categorization is mainly evaluated by the
ties are cataloged using a table called National Classifica-Recalland Precisionmetrics [1]. Nonetheless, the classi-
tion of Economic Activities —Classificag¢io Nacional de  fication problem presented here has many rare classes (see
Atividade Ecobmicas (CNAE) [2]. Table 1) and some experiments have shown that Precision

To perform the categorization, the government officials and F1 measures may not be an adequate metrics for eval-
(at the Federal, State and County levels) must firelse-  uation this kind of problem [8, 13]. Thus we are going to
mantic correspondendeetween the company economic ac- adopt a set of more appropriated metrics for this type of
tivities description and one or more entries of the CNAE ta- problem [15].
ble. There is a numerical code for each entry of the CNAE  Formalizing the problem we have at hand, text catego-
table and, in the categorization task, the government affici rization may be defined as the task of assigning documents
attributes one or more of such codes to the company at handto a predefined set of categories, or classes [16]. In multi-
This can happen on the foundation of the company or in alabel text categorization a document may be assigned to one
change of its social contract, if that modifies its economic or more categories. L&D be the domain of documents,
activities. C = {c1,c2,...,¢} a set of pre-defined categories, and

The work of finding the semantic correspondence be- = {di,ds, ..., d|q} an initial corpus of documents pre-
tween the company economic activities description and aviously categorized by some human specialists into subsets
set of entries into the CNAE table are both very difficult of categories of.
and labor-intensive task. This is because of the subjégctivi In multi-label learning, the training(-and-validatiorgts
of each local government officials who can focus on their TV = {di,ds, ..., djrv|} is composed of a number doc-
own particular interests so that some codes may be assignedments, each associated with a subset of categorié€s in
to a company, whereas in other regions, similar companies, T’V is used to train and validate. Actually, to tune even-
may have a total different set of codes. Sometimes, eventual parameters of categorization systems that assobiate t
inside of the same state, different level of government offi- characteristics of each document in ti&” to the ap-
cials may count on a different number of codes for the samepropriate combination of categories. The test Bet =
company for performing their work of assessing that com- {d|rv|4+1, d|rv|+2, - --,djq}, On the other hand, consists
pany. Having inhomogeneous ways of classifying any com- of documents for which the categories are unknown to the
pany everywhere in all the three levels of the governmental automatic categorization systems. After being trained, as
administrations can cause a serious distortion on the keywell as tuned, by th&'V, the categorization systems are
information for the long time planning and taxation. Addi- used to predict the set of categories of each document in
tionally, the continental size of Brazil makes this problem Te.
of classification even worse. A multi-label categorization system typically imple-

In addition, the number of codes assigned by the humanments a real-valued function of the forfn: D x C — R
specialist to a company can vary greatly, in our dataset wethat returns a value for each pdif;,c;) € D x C that,
have seen cases where the number of codes varied from 1 upughly speaking, represents the evidence for the fact that
to 109. However, in the set of assigned codes, the first codethe test document; should be categorized under the cat-
is the main code of that company. The remaining codes haveegoryc¢; € C;, whereC; C C. The real-valued function
no order importance. f(.,.) can be transformed into a ranking functieq, .),

Due to this task is up to now decentralized, we might which is an one-to-one mapping onfa, 2, ...,|C|} such



that, if f(d;,c1) > f(d;,c2), thenr(d;, c1) < r(dj, co). If whereC; is the complementary set 6f; in C.
C; is the set of proper categories for the test docurdgnt
then a successful categorization system tends to rank cate
gories inC; higher than those not i6;. Additionally, we
also use a threshold parameter so that those categories that
are ranked above the thresheldi.e., cx|f(d;,cx) > 7) are [{'|r(d;,c) < r(dj,c),c € Ci}
the only ones to be assigned to the test document. avgpreg = |C’ | Z (d; C)

We have thus used the five multi-label evaluation met- c€Cs ” )
rics discussed in [15, 18], which we present each of them
below, for examining the classification performance of the For p test documents, the overall performance
compared algorithms in our experiments (See Section 4). is obtained by averaging each metric, that is,
hloss = %Z;l.’:l P;Ioss,-, one-error= %Z%’:l opne-erro;,
coverage= ;> ;_, coverage, rloss = ) -, rloss;,
and avgprec= ]%Zf:l avgpreG. The smaller the value
of hamming loss one-error, coverageand ranking loss
and the larger the value average precisionthe better
the performance of the categorization system. The perfor-
mance is optimal when hloss one-error= rloss= 0 and
avgprec= 1.

Average Precision (avgprec;) evaluates the average frac-
tion of categories ranked above a particular category
¢ € C; which actuaIIy are irCi.

<

Hamming Loss (hloss;) evaluates how many times the
test documentl; is misclassifiedj.e., a category not
belonging to the document is predicted or a category
belonging to the document is not predicted.

1

where |C| is the number of categories amM is the
symmetric difference between the set of predicted cat-3  The Algorithm

egoriesP; and the set of appropriate categorgsof
the test document;.

hloss =

The Probabilistic Neural Network was first proposed by
Donald Spechtin 1990 [17]. This is an artificial neural net-
work for nonlinear computing which approaches the Bayes
optimal decision boundaries. This is done by estimating the
probability density functiolof the training dataset using the
0 if [arg max,..f(d;,c)] € C; Parzen [4] nonparametric estimator.

1 otherwise.

One-error (one-error ;) evaluates if the top ranked cate-
gory is present in the set of proper categofig®f the
test document;.

one-errof = {
(2) !
where [arg max_. f(d;, ¢)] returns the top ranked cat-

egory for the test documeds.

Coverage (coverage;) measures how far we need to go

down the rank of categories in order to cover all the layer
possible categories assigned to a test document.
summation
layer

coverage = max.cc,7(d;,c) — 1 3) pc(x)
where maxec,r(d;, ¢) returns the maximum rank for
the set of appropriate categories of the test document

d Figure 1. The modified Probabilistic Neural
-

Network architecture.

Ranking Loss (rloss;) evaluates the fraction of category
pairs (cg, ¢;), for which ¢, € C; and¢ ¢ C;, that
are reversely ordered.€., (d;,c;) < r(d;,cx)) for
the test document;.

The literature has shown that this type of neural network
can yield similar results, sometimes superior, in pattern
recognition problems when compared others techniques
[6, 14].

rloss; = R where (4) The original Probabilistic Neural Network algorithm was
|C3]|C5] designed for uni-label problems. Thus, we slightly modified
its standard architecture, so that it is now capable of sglvi
R; = |{(c1,¢2)|f(dj,c1) < f(dj,c2),(c1,¢2) € multi-label problems, a type of problems reported in this
C; x Ci}| work.



In our modified version, instead of four, the Probabilistic 4 Experiments
Neural Network is composed of only three layers: ithygut
layer, thepatternlayer and thesummatiorlayer, as depicted In our experiments we chose to compare our approach
in Figure 1. Thus like the original, this version of Proba- against the M-k NN due to the fact that it is pointed out
bilistic Neural Network needs only one training step, thus as yielding the best results on all the different datasets
its train is very fast comparing to the others feed-forward studied in [18]. Therefore, to evaluate the performance
neural networks [4, 9]. The train consists in assigning eachof our probabilistic neural network and thetMkNN al-
training samplew; of classC; to a neuron of pattern layer  gorithm we used one dataset containing 3264 documents
of classC;. Thus the weight vector of this neuron is the of free text business descriptions of Brazilian companies
characteristics vector of the sample. categorized into a subset of 764 CNAE categories. This
For each patterm passed by the input layer to a neuron dataset was obtained from real companies placed in Vito-
in the pattern layer, it computes the output for theThe ria County in Brazil. The CNAE codes of each company in
computation is as showed in Equation 6. this dataset were assigned by Brazilian government of§icial
trained in this task. Then we evenly partitioned the whole
1 ctwy; — 1 dataset into four subsets of equal size of 816 documents.
552 P 5—); (6)  we joined to this categorizing dataset the brief descriptio
of each one of the 764 CNAE categories, totalizitps
where thex is the pattern characteristics input vector, and documents. Hence, in all training (-and-validation) ses, w

Fk’i(.’L') =

thewy,; is thekt" sample for a neuron of clags, k € N;, adopted the 764 descriptions of CNAE categories and a sub-
whereas); is the number of neuron aof;. In addition, set of 816 business description documents, and, as the test
z was normalized so that’z = 1 andw},wy; = 1. o set, the other three subsets of business descriptiongtotal

is the Gaussian standard deviation, which determines theng 2448 documents. As a result, we carried out a sequence

receptive field of the Gaussian curve. of four experiments with each of theses algorithms in order

The next step is the summation layer. In this layer, all t0 gather the mean value of their accuracy.
weight vectors are summed, Equation 7, in each cluster
producingp; (x) values, wherdC| is the total number of 4.1 Categorization of Free-text Descrip-
classes. tions of Economic Activities

We preprocessed the dataset via term selection —a to-
Ni tal of 1001 terms were found in the database after remov-
pi(r) = Z Fy.i(x), 7 ing stop words and trivial cases of gender and plural; only
k=1 (7) words appearing in the CNAE table were considered. After
k=1,2,....N;i= 1,2,...,|C| that, each document in the dataset was described as a mul-
tidimensional vector using thgag-of-Wordsepresentation
Finally, for the selection of the classes which will be [5], i.e, each dimension of the vector corresponds to the
assigned by neural network to each sample, we considefumber of times a term in the 1001 terms vocabulary ap-
the most likely classes pointed out by the summation layerpears in the corresponding document. Table 1 summarizes
based on a chosen threshold. the characteristics of this dataset
Differently from other types of networks, such as those In this Table #C denotes _the number of categories, #t de-
feed forward based [9], the probabilistic neural network notes the number of terms in the vocabulary, NTD denotes
proposed needs few parameters to be configureds,tfeee the average number of terms per dqcument, DC denotes
in Equation 6). The is used to narrow the receptive field of the percentage of documents belonging to more than one
the Gaussian curve in order to strictly select only the more atégory, CD denotes the average number of categories of
likelihood inputs for a given class and the determination of €ach document, and RC denotes the percentage of rare cat-
threshold value. Other advantages of the probabilistic neu €90ries;i.e., those categories associated with less ttan
ral networks is that it is easy to add new classes, or new©f the documents of the dataset.

training inputs, into the already running structure, whikh For both probabilistic neural network and LMKNN
good for the on-line applications [4]. Moreover, it is re- Were optimized a parameter for each class of the dataset.

ported in the literature that it is also easy to implemer thi In the probabilistic neural network case, the best va}lue for
type of neural network in parallel. On the other hand, one of @ @nd one threshold value was selected by a Genetic Algo-
its drawbacks is the great number of neurons in the pattern“thm [10], which toolbox parameters were set to the default
layer, which can be, nevertheless, mitigated by an optimiza  14ataset available athttp:/Avww.inf.ufes.br/ ~ elias/

tion on the number of the neuron [7, 12]. vitoria.tar.gz




#C #t Training set Test/validation set
NTD DC CD RC| NTD DC CD RC
CNAE | 764 1001, 4.65 0.00 1.00 100.0010.92 74.48 4.27 85.21

Table 1. Characteristics of the CNAE dataset

values. For the M-KNN, we also optimized the number of  for the hamming lossranking loss one-errqgrand cover-
nearest neighbors. To tune the parameters we used the trairage metrics, the better. On the other hand, the larger the
ing set, which was used to inductively build the categorizer value for theaverage precisionthe better. A normaliza-
and a validation set, which was used to evaluate the perfor-tion on thecoverageresults was devised so that its value
mance of the categorizer in the series of experiments aimeccould fit between0 and 1. Therefore, we draw the ac-
at parameter optimization. The training set is composed oftual value divided byC| — 1. Similarly, in order to draw
764 descriptions of CNAE classes and the validation set ofthe results of theaverage precisiorthe same way we do
816 business description documents described previously. for the other metrics, we are plotting, in Figure 2, the
average precisios 1 — (average precision).
e — The results for thdvamming lossnetric, in Figure 2, is
T R too low for both algorithm, unfortunately this metric suf-
fer from this drawback for a dataset with a large number of
classes like ours. The fractidry|C| makes, in Equation 1,
when|C| is too large, any result from thé>; AC;| negligi-
ble.
Table 2 shows the numerical values of the results for the
compared algorithms.

Hamming'Loss

T oeeeT

STt 03333 . o%i,,r-""'
", ganking 2%

P S PNN  ML-KNN

T hamming loss 0.0055  0.0055
ranking loss 0.0798  0.1966
one-error 0.3736 0.4952
coverage 0.2050 0.3983

Figure 2. Experimental results of each multi- average precision 05120 _ 0.6187

label categorizer on the economic activities
dataset.

Table 2. Numerical results of the compar-
ison of probabilistic neural network and
ML-KNN, where average precision = 1 —
(average precision).

After tuning, the multi-label categorizers were trained
with the 764 descriptions of CNAE classes of the train-
ing set and tested with th148 documents of the test set.
Figure 2 presents the average experimental results of both
multi-label categorization technique: probabilistic redu )
network and M.-kNN, on the economic activities data set 5 Conclusions
in terms ofhamming losgranking lossone-error, coverage

andaverage precisiojrespectively. The problem of classifying huge number of economic

Our approach, as shown by the innermost lines in Fig- activities description in free text format every day is a@ug
ure 2, outperforms M-kKNN in terms of the four multi-  challenge for the Brazilian governmental administration.
label evaluation metrics adopted, showing gains.6f%, This problem is crucial for the long term planning in all

15.72%, 16.17%, and9.3%, in terms ofranking loss one three levels of the administration in Brazil. Therefore an a
error, coverage andaverage precisionrespectively. Each  tomatic, or semi-automatic, manner of doing that is needed
metric in Figure 2 is represented by a ray, emanating from for making it possible and also for avoiding the problem of
the center of the circle. Its values varies frand, in the subjectivity introduced by the human classifier.

center, to 1.0, on the border of the circle. The result yi¢lde In this work, we presented an experimental evaluation
by an algorithm, with respect to a given metric, is then of the performance of Probabilistic Neural Network on
plotted over the appropriated rays. The smaller the valuemulti-label text classification. We performed a compasativ



study of probabilistic neural network and the multi-label
lazy learning techniqgue MKNN [18] using two multi-
label data sets: categorization of free-text descriptiois
economic activities and categorization of web pages. In
the problem of categorization of free-text descriptions of
economic activities, probabilistic neural network outper
formed ML-kKNN in all the five multi-label evaluation crite-
ria adopted, while in the categorization of web pages, prob-
abilistic neural network outperformed I3yscore the M-
KNN algorithm.

To our knowledge, this is one of the first few initiatives
on using probabilistic neural network for text categoiizat
into a large number of classes as that used in this work and

the results are very encouraging. One of the advantages of

probabilistic neural network is that it needs only one param
eter to be configured.

A direction for future work is to boldly compare the
probabilistic neural network performance against other
multi-label text categorization methods. Examining the co
relation on assigning codes to a set of descriptions of eco-
nomic activities may further improve the performance of the
multi-label text categorization methods, we are planning o
doing that in future work.
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