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Abstract—Knowledge of software dependencies plays an im-
portant role in program comprehension and other maintenance
activities. Traditionally, dependencies are derived by source code
analysis; however, such an approach can be difficult to use
in multi-tier hybrid software systems, or legacy applications
where conventional code analysis tools simply do not work as
is. In this paper, we propose a hybrid approach to detecting
software dependencies by combining conceptual and domain-
based coupling metrics. In recent years, a great deal of research
focused on deriving various coupling metrics from these sources
of information with the aim of assisting software maintainers.
Conceptual metrics specify underlying relationships encoded by
developers in identifiers and comments of source code classes
whereas domain metrics exploit coupling manifested in domain-
level information of software components and it is independent
from software implementation. The proposed approach is inde-
pendent from programming language, as such it can be used
in multi-tier hybrid systems or legacy applications. We report
the results of an empirical case study on a large-scale enterprise
system where we demonstrate that the combined approach is
able to detect database and source code dependencies with higher
precision and recall as compared to its standalone constituents.

I. INTRODUCTION

Software maintenance and evolution is a particularly intricate
phenomenon in case of long-lived, large-scale, database-centric,
hybrid software systems written in a mix of programming
languages and constantly evolving technologies. It is quite
common for such systems to evolve through the years of
development and maintenance efforts, a number of different
developers and stakeholders, and a multitude of software
artifacts, including ever growing large source code repositories
and databases. One key analysis activity to support maintenance
of such systems is dependency analysis or change impact
analysis, which is defined as the determination of potential
effects to a subject system resulting from a proposed software
change [1]. The main goal of change impact analysis is to
estimate the ripple change effects and prevent side effects (i.e.,
introduction of new bugs) of a proposed change. The scope of
impact analysis includes a number of software artifacts such
as requirements, design, source code, user manuals, database
schemas, and test cases.

An extensive number of approaches have been developed to
support impact analysis. These techniques range from those
based on traditional static and dynamic analyses [2], [3], [4],
[5], [6], [7], [8], [9], [10], [11] to the recent unconventional
approaches, such as those based on Information Retrieval [12],
[13], [14], [15] and Mining Software Repositories [16], [17],
[18], [19]. While source code analysis has been traditionally
used to trace dependencies, it is becoming a challenge to apply
such approaches on database centric applications with evolving
database schemas and underlying programming languages [20].
This problem is becoming even more complex in case of long-
lived legacy systems with obsolete programming languages or
even missing source code.

In this paper we present an approach that combines concep-
tual and domain-based couplings to support impact analysis of
source code and database dependencies. Conceptual couplings
capture the extent to which domain concepts/features and
software artifacts are related to each other. This information
is derived using Information Retrieval (IR) based analysis of
textual software artifacts that are present in the latest version of
a system (e.g., comments and identifiers in a single snapshot of
software) [15]. Conceptual couplings are independent from the
underlying programming language or programming paradigm.
Likewise, domain-based couplings are derived from the domain-
level relationships embedded in software components, which
are independent from software implementation [21]. As such,
domain-based coupling can be used to detect dependencies
even without access to the source code or the database.

The core research assumption behind our approach is that
analysis of conceptual and domain-based couplings leads to
better impact analysis in hybrid software systems. For change
impact analysis, both conceptual and domain-based couplings
have been utilized independently, however, their combined use
has not been previously investigated. The proposed combination
in this paper is a necessary step to evaluate a research
hypothesis that such combined use of conceptual and domain-
based couplings provides improvements to the accuracy of
resulting impact sets.

In order to evaluate the proposed approach, we conducted
an empirical study on ADEMPIERE, an open source Enterprise
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Resource Planning (ERP) system that is an excellent example
of a large-scale, multi-tier, database-centric, hybrid software.
In this case study we used the proposed combination to detect
database and source code dependencies for a number of impact
analysis tasks. The results of this empirical study demonstrated
that the proposed combination of conceptual and domain-
based couplings, across several cut-points, provides statistically
significant improvements in accuracy over either of the two
standalone techniques. For example, the combined approach
reported improvements in precision values of up to 7.05% and
recall values of up to 6.79% over the conceptual coupling and
up to 4.22% in precision and 24.43% in recall over domain-
based coupling. These results are fairly positive considering the
fact that this combination does not require a complex blending
of two approaches and it can be applied to systems written
in a mix of programming languages with non-trivial database
dependencies.

Overall, the contributions of this paper are as the following:
• We present a novel approach to detecting database

and source code dependencies using a combination of
conceptual and domain-based couplings.

• We present an empirical study on one of the biggest
open-source enterprise systems, demonstrating how the
proposed approach can be used to detect database and
source code dependencies; we also compare the combined
approach to the two underlying constituent approaches.

The rest of this paper is organized as follows. Section II
provides a brief discussion on the background and related
work to our study. Section III explains the combined approach.
Section IV presents the case study, and finally Section V
concludes this paper by a discussion on the future areas of
investigation.

II. BACKGROUND AND THE RELATED WORK

The key areas of investigation in this paper are software
dependencies and their relationships with two metrics of
domain-based and conceptual coupling. In this section, we
first describe the related work to change impact analysis and
then present these metrics in more detail.

A. Change Impact Analysis

Dependency analysis and traceability analysis are the two
primary methodologies for conducting change impact analysis.
Commonly, software dependency analysis refers to change
impact analysis of artifacts at the same level of abstraction (e.g.,
code to code or design to design). On the other hand, traceability
analysis relates to change impact analysis of software artifacts
across various levels of abstraction (e.g., code to design or
requirements to test cases). Several IA approaches ranging from
traditional static and dynamic analysis techniques [2], [3], [4],
[5], [6], [7], [8], [9], [10], [11] to the recent unconventional
approaches, such as those based on Information Retrieval [12],
[13], [14], [15] and Mining Software Repositories [16], [17],
[18], [19], exist in the literature.

Coupling measures have also been applied to support change
impact analysis in Object-Oriented systems [3], [22]. Wilkie

et al. [22] investigated if classes with high Coupling Between
Objects (CBO) metric values are more prone to ripple effects
due to software changes. While CBO was determined to be a
useful pointer of change-proneness overall, it was not found to
be adequate to capture all possible types of changes. Briand et
al. [3] investigated the use of structural coupling metrics and
proposed decision models for detecting code classes that have
higher probability to be changed during impact analysis. The
empirical investigation into a number of structural coupling
measures and their combinations showed that those coupling
measures and combinations can be used to guide dependency
analysis and decrease impact analysis overhead. However, the
case study exposed a substantial number of change ripple
effects, which are not accounted for by the structurally coupled
classes.

Zimmerman et al. [19] used CVS logs for detecting evo-
lutionary couplings between source code entities. They used
association rules based on itemset mining that were formed
from the change-sets and used for impact analysis. Canfora et
al. [16] proposed an IR-based technique to index changed files,
commit logs, and previous issue reports from the bug-tracking
repositories to support impact analysis.

More recent work by Robillard [10] and Hill et al. [14]
proposed tools that can assist in navigating and prioritizing
software dependencies during various software maintenance
tasks. For instance, the work by Hill et al. [14] relates to
our approach, since it also uses textual information from the
source code to identify related software entities. A systematic
comparison of impact analysis approaches is not discussed
here, but can be found elsewhere [7]. In the next subsections
we discuss two prerequisite approaches to impact analysis in
this paper: one that is based on the analysis of conceptual
couplings from source code and another one based on the
analysis of textual domain-based couplings.

B. Domain-Based Coupling

Identifying the relationships between domain concepts and
the source code elements has been recognized as an important
task in software maintenance by number of researchers [23],
[24], [25]. Mapping domain entities to source code has been
used for concept location [26], [27], [25], developing reverse
engineering tools [28], [29], and supporting software change
process [30]. In a recent work, a coupling metric, termed
as domain-based coupling, has been proposed as a method
of approximation for software dependencies using solely
domain information [31]. We build our approach based on
the hypothesis that this metric and the conceptual coupling
can complement each other and combining them improves the
accuracy of predicting software dependencies.

At the domain level we use the following terminology [31]:

• A domain variable is a variable unit of data that has a
clear identity at the domain level.

• A domain function provides proactive or reactive domain-
level behaviour of the system including at least one
domain variable as an input or output.



• A user interface component (UIC) is a system component
which directly interacts with users, and contains one or
more domain functions.

These elements are modelled as follows: Domain variables
are modelled by a finite set V . Domain functions are modelled
by a finite set F , and the binary relation USE ⊆ F × V
represents the relation between functions and variables as the
input-output of the functions. UICs are modelled by a finite
set C, and HAS ⊆ C × F represents the relation between
components and functions.

Domain-based coupling has been defined as an indication
of semantic similarity between UICs, and it is measured based
on symmetric and asymmetric weight functions [32] . In the
scope of this paper, we only use the symmetric weight function
that is defined as:

ω(c, c′) =
|c.HAS.USE ∩ c′.HAS.USE|
|c.HAS.USE ∪ c′.HAS.USE|

(1)

For the system under analysis in this paper, we extracted
the information about domain variables, UICs and their
relations from a part of the system business logic that is
stored in the database. Although such information may not be
accessible from other enterprise systems databases; however,
the domain level relations might be derived from system
functional specifications [33], user manuals, and even studying
the behaviour of the working software.

C. Conceptual Coupling

Within a software system, identifiers account for approxi-
mately half of the source code [34]. These identifiers, which
programmers use for names of classes, methods, or attributes
in source code and other artifacts, contain vital information. In
many cases, information encoded in identifier names provide
developers with a starting point during program comprehension
tasks [35]. Self-documenting identifiers, which clearly reflect
the concepts that they are supposed to represent, are essential,
as they decrease the time and effort required to establish
fundamental comprehension for a given program task [36].

Recently, the source code analysis research community
recognized the problem of extracting and analyzing conceptual
information in software artifacts. A number of techniques
appear in the literature which analyze conceptual information,
using IR-based methods, to support software maintenance
tasks. More specifically, IR methods have been used for
feature location [37], [38], traceability link recovery [39],
[40], software measurement [41], [42], [43], [44], and impact
analysis [12], [15], [44]. Due to space limitations, we refer
the interested reader to Binkley and Lawrie [45] for a detailed
discussion of other applications of IR-based techniques in the
context of software maintenance.

We use conceptual similarity as a primary mechanism of
capturing conceptual coupling among software entities. This
measure is designed to capture the conceptual relationship
among documents. Formally, the conceptual similarity between
software entities ek and ej (where ek and ej can be methods),
is computed as the cosine between the vectors vek and vej ,

corresponding to ek and ej in the vector space constructed by
an IR method (e.g., Latent Semantic Indexing - LSI) [46]:

CSE(ek, ej) =
veT

k vej

|vek|2 × |vej |2
(2)

As defined, the value of CSE(ek, ej) ∈ [−1, 1], as CSE is
a cosine in the Vector Space Model (V SM ) [47]. For source
code documents, the entities can be attributes, methods, classes,
files, etc. Computing class-class or file-file similarities, CSE
is straightforward (e.g., ek and ej are substituted by ak and aj

in the CSE formula), while deriving CSE for a pair of UICs
requires additional steps. We define the conceptual similarity
between two UICs as (CSED) uick ∈ C and uicj ∈ C (where
C is the set of UICs in software) as:

CSED(uicj , uick) =

∑
cj∈uicj

∑
ck∈uick

CSE(cj , ck)

n
,

(3)
which is the average of the similarity measures between all
unordered pairs of classes from UIC uick and UIC uicj . The
assumption, which is used in defining CSE and CSED, is that
if the classes of a UIC relate to each other, then the two UICs
are also related. More details regarding conceptual coupling
measures can be found in our preliminary work [42], [15].

To leverage the conceptual information embedded in a given
release of a software systems, we first parse the source code
using a developer defined level of granularity (e.g., methods,
files, etc). We represent the software system as a collection of
documents, referred to as a corpus. Each software artifact in
the system will have a corresponding document in the corpus.
We use srcML [48], which provides an XML representation
of source code, for the underlying representation of the source
code and textual information. Using srcML allows use to
preserve the information necessary to generate the corpus (e.g.,
original source code contents including comments, white space,
and preprocessor directives).

D. Software Dependencies

In our study, we use the dependency model that is derived in
recent research [31] in the reverse engineering of ADEMPIERE.
This model has been implemented using FAMIX [49] meta-
model and Moose [50] platform. In this model the software
dependencies are analysed at the source code and the database
layers.

1) Source Code Dependencies: The dependency model is
comprised of three main entities at the source code: Class,
Attribute and Method. Classes are modelled by a finite set
CLS . Attributes are modelled by a finite set ATT where the
binary relation F ⊆ CLS × ATT maps them to the classes.
Methods are modelled by a finite set MET where the binary
relation M ⊆ CLS ×MET maps them to classes. Two classes
cls, cls ′ ∈ CLS can have following relations:

• Returning a type: cls.M−1.R−1.cls ′

• Invoking a method: cls.M.I.M−1.cls ′

• Accessing an attribute: cls.M.A.F−1.cls ′



Fig. 1: Example of two UICs in ADEMPIERE: Product Details and Expense Product tabs.

UIC 1 (Expense Product) UIC 2 (Product Details)

Legend: The arrows highlight a common domain variable (EPC/EAN) between these UICs.

For two classes cls, cls ′ ∈ CLS , their direct dependency has
been defined as:

cls.D.cls ′ (4)

and their indirect dependency has been defined as:

cls.D.D−1cls ′ (5)

where D = {M−1.R−1,M.I.M−1,M.A.F−1} represents a
direct relation between two classes.

2) Database Dependencies: The main entity at the database
layer is the table. The set of all tables are modelled by the finite
set TBL, For two tables t , t ′ ∈ TBL, their direct relationship
has been defined as:

t.FK .t′ (6)

and their indirect relationship has been defined as:

t.FK .FK−1.t′ (7)

where the binary relation FK ⊆ TBL× TBL represents the
foreign key between tables.

3) Architectural Dependencies: A software component is
composed of one or more classes, and two components are
architecturally dependent either by a dependency between their
classes or by a dependency between the tables that are accessed
by these classes. More formally the binary relation DEP ⊆
C × CLS represents classes that a UIC depends on, and the
relation REF ⊆ CLS × TBL represents tables that a class
reads or writes to. Two components c, c′ ∈ C has been defined
as architecturally dependent if and only if they are in one or
more of the following relationships:

c.DEP .DEP−1.c′ (8)
c.DEP .D.DEP−1.c′ (9)

c.DEP .D.D−1.DEP−1.c′ (10)
c.DEP .REF .REF−1.DEP−1.c′ (11)

c.DEP .REF .FK .REF−1.DEP−1.c′ (12)
c.DEP .REF .FK .FK−1.REF−1.DEP−1.c′ (13)

where Equation 8 shows a shared class between c and c′,
Equation 9 shows a direct dependency between their classes,

Equation 10 shows an indirect dependency between their
classes, Equation 11 shows a shared table between these
components, and finally Equation 12 and Equation 13 represent
the direct and indirect relations between their tables.

In the next example, we describe how to derive the domain-
based coupling for two UICs of ADEMPIERE

E. Example

In this example, we demonstrate how we measure the
domain-based coupling, conceptual coupling and architectural
dependencies. Product Details and Expense Product are two
UICs of ADEMPIERE that we use in this example (Figure 1).

1) Domain-Based Coupling: Expense Product (c1) has one
domain function and 17 domain variables, as follows:

c1.HAS = { Add Product Definition of Expense Type }.

c1.HAS .USE = { Classification, Discontinued, DiscontinuedAt,
UOM, UPC/EAN, TaxCategory, RevenueRecognition,... }.

Product Details (c2) contains one domain function and 23
domain variables as follows:

c2.HAS = {Edit Product Details }.

c2.HAS .USE = { LastPOPrice, DiscontinuedAt, Discontinued,
OrderPackQty, PriceEffective, UOM, UPC/EAN,... }.

There are 4 common domain variables between these UICs as
follows:

c1.HAS .USE ∩ c2.HAS .USE = { UOM, UPC/EAN,
Discontinued, DiscontinuedAt }.

and in total 36 (17 + 23− 4) variables used by either of these
UICs; thus:

ω(c1, c2) = 4/36 = 0.11

2) Conceptual Coupling: Expense Product (c1) depends on
two classes in the source code:

{org.compiere.model.MProduct,
org.compiere.model.X_M_Product}

Product Details (c2) depends on two classes in the source code:
{org.compiere.model.X_M_Product_PO,

org.compiere.model.MProductPO}
We compute CSE(clsj , clsk) for all unordered pairs of classes,
where



clsj ∈ {org.compiere.model.MProduct,
org.compiere.model.X_M_Product}

clsk ∈ {org.compiere.model.X_M_Product_PO,
org.compiere.model.MProductPO}

which results in the following values for CSE, given the
current example:

CSE(org.compiere.model.MProduct,

org.compiere.model.X_M_Product_PO) = 0.581

CSE(org.compiere.model.MProduct,

org.compiere.model.MProductPO) = 0.718

CSE(org.compiere.model.X_M_Product,

org.compiere.model.X_M_Product_PO) = 0.497

CSE(org.compiere.model.X_M_Product,

org.compiere.model.MProductPO) = 0.765

Once we have computed CSE for the set of unordered pairs
of classes, we compute the average to obtain CSED.

CSED(ExpenseProduct, ProductDetails) = 0.64064

3) Dependencies: Analysis of the source code and the
database of Product Details and Expense Product shows that
there are source code and database dependencies between them.
At the code layer there are three instances of indirect depen-
dencies between the classes behind these UICs (Equation 10).
At the database layer these classes read and write into two
tables M_Product_PO and M_Product where these tables are
connected by a direct relation (Equation 12). Hence, Product
Details and Expense Product are architecturally connected.

III. COMBINED APPROACH

Our approach to combining conceptual and domain depen-
dencies uses the union of suggestions based on conceptual and
domain information (see Algorithm 1). More specifically, our
approach returns the union of the set of dependencies detected
by the two coupling metrics. The user specifies an initial entity
and a cut point1 for determining the number of dependencies
to suggest. For a given cut point, we establish the final set
of dependencies by determining the number of dependencies
suggested by each individual technique as equal (or one
additional element is contributed by conceptual coupling) and
the cardinality of the union is equal to the specified value of
the cut point. Our approach detects dependencies using the
following steps:

Step 1: Select the UIC, for which we want to detect
dependencies. Note that our approach starts with a
given entity.

Step 2: Compute conceptual couplings between the given
UIC and all other UICs to detect dependencies based
on conceptual information.

Step 3: Compute domain couplings between the given UIC
and all other UICs to detect dependencies based on
domain information.

1Cut point specifies the number of predicted dependencies our approach
will return to the user.

Step 4: Compute the set of dependencies from the combi-
nations of couplings computed in steps 3 and 4. See
Algorithm 1 for the exact details.

IV. CASE STUDY

In this section we describe the design of the case study
conducted to empirically assess our proposed approach. The
description of our study follows the Goal-Question-Metrics
paradigm [51], which includes goals, quality focus, and context.
The goal of the case study is to analyze (i) whether conceptual
coupling and domain-based coupling are orthogonal and (ii)
whether combining conceptual and domain-based coupling
metrics improves the accuracy when detecting dependencies.
The quality focus is on ensuring improved accuracy, while
the perspective was of a software developer inquiring about
architectural dependencies in a multi-tier hybrid system.

A. Research Questions

In the context of our case study the following research
questions (RQs) are addressed:

1) RQ1: Does conceptual and domain-based couplings
detect orthogonal database and code dependencies?

2) RQ2: Does combining conceptual and domain-based cou-
plings improve our ability to accurately detect database
and code dependencies?

To respond to our research questions, we analyzed each cou-
pling metric’s ability to detect database and code dependencies
in a multi-tier hybrid system.

B. Metrics and statistical analysis

1) Overlap: To analyze the orthogonality of the conceptual
and domain-based coupling metrics (RQ1), we used the
following overlap metrics [52]:

correctmi∩mj
=
|correctmi ∩ correctmj |
|correctmi

∪ correctmj
|
%

correctmi\mj
=
|correctmi

\ correctmj
|

|correctmi ∪ correctmj |
%

where correctmi corresponds to the set of correctly detected
dependencies by the coupling metric mi. It is worth noting
that correctmi∩mj

captures the overlap between the set of
correctly detected dependencies identified by the two coupling
metrics. More specifically, the metric gives an indication of
what percentage of correctly detected dependencies are common
to both techniques. On the other hand, correctmi\mj

measures
the correct dependencies identified by mi and missed by mj .
The latter metric gives an indication of how a coupling metric
contributes to complementing the set of correct dependencies
identified by the other metric, thus providing insight into the
orthogonality between metrics.



Algorithm 1 Disjunctive combination

1: #Procedure to detect dependencies using disjunctive combination
2: #entity: initial entity to detect dependencies for
3: #cp (cutpoint): number of dependencies to suggest
4: procedure DETECTDEPSDISJ(entity, cp)
5: #Use domain coupling to detect cp/2 dependencies
6: DomDeps ← getDomCpl(entity, cp/2)
7: #Use conceptual coupling to detect cp/2 dependencies
8: ConcDeps ← getConcCpl(entity, cp/2)
9: #If number of detected dependencies is less than cp get more dependencies

10: if |DomDeps ∪ ConcDeps| < cp then
11: #Return the set of detected dependencies
12: return (DomDeps∪ConcDeps∪ DetectDepsDisj(entity, cp−|DomDeps∪ConcDeps|))
13: end if
14: return DomDeps ∪ ConcDeps
15: end procedure

2) Precision and Recall: Precision and recall, two widely
publicized information retrieval metrics [47], are used to
measure the ability of the coupling metrics to detect de-
pendencies (RQ2). In the context of detecting dependencies,
precision indicates the percentage of dependencies correctly
identified, whereas recall measures the percentage of all correct
dependencies in the system that are identified. These metrics
are formally defined as follows:

recall =
|cor ∩ det|
|cor|

% precision =
|cor ∩ det|
|det|

%

where cor and det correspond to the sets of correct dependen-
cies and all dependencies detected using the coupling metric,
respectively.

3) Statistical Analysis: To further compare the difference in
accuracy obtained using the combination of the two coupling
metrics we used statistical analysis. That is, we utilized a
statistical significance test to confirm that the number of
correct dependencies identified by the combination of the two
metrics was significantly higher than those identified using
either individual metric. In other words, we compared the
number of correct dependencies identified using the disjunctive
combination to test the following null and alternate hypotheses:

H0: there is no difference between the number of
correct dependencies identified using the disjunctive
combination.
Ha: there is a statistically significant difference be-
tween the number of correct dependencies identified
using the disjunctive combination.

We use the student t-test [53] and the results were intended
as statistically significant at α = 0.05.

C. System Under Analysis: ADEMPIERE

We evaluate our hypothesis with a case study on a large
scale Enterprise Resource Planning (ERP) system, called

ADEMPIERE2. It is composed of multiple subsystems across
various domains such as accounting, asset management, sales
and finance, etc. Such diversity enables us to limit the impact
of domain specific properties (e.g., complexity of business
rules) on the evaluation results.

Fig. 2: High Level Architecture of ADEMPIERE

ADempiere

Compiere

Legend: The view is obtained by aggregating the software dependencies in
the system along the package hierarchy [54].

ADEMPIERE represents the state of art of open source
systems with a multi-tier architecture and four distinct user
interfaces including a Java GUI and three web interfaces. This
project was forked from Compiere open source ERP that itself
was created in 1999. In the last decade, ADEMPIERE has been
evolved to one the most active open source enterprise projects,
and at the time of writing this paper it has the download rate
of more than 1,000 times per month. Figure 2 shows the high
level architecture of ADEMPIERE. This view is created by
aggregating the dependencies between source code elements,
and the size of each module is proportional to the number of

2http://www.adempiere.com/ADempiere_ERP

http://www.adempiere.com/ADempiere_ERP


TABLE I: Number of Dependencies in ADEMPIERE

Code IDR DDR ARC
PairWiseDep. 25,856 8,899 12,749 27,015

Legend: COD: Source code dependencies, IDR: Indirect database relation-
ships, DDR: Direct database relationships, ARC: Architectural dependencies,
PairWiseDep.: Number of pairwise architecturally dependent UICs

lines of code [54]. In this study, we focus on the core part
of ADEMPIERE that is composed of more than 3,000 Java
classes.

The user interface of ADEMPIERE is composed of windows,
tabs and fields. A window has one or more tabs, and a tab
includes multiple fields. In this study, we focus on tabs as
the minimum user interface component with at least one
domain function, that leads us to 889 UICs. We traced the
dependencies between these UICs through the source code and
the database layers as described in Section II-D. The outcome
of the dependency analysis is presented in Table I. In summary,
there are 27,015 UIC pairs connected by architectural (source
code + database) dependencies.
Note that in this table, the number of pairwise dependencies
represents the number of dependent UIC pairs rather than the
number of individual dependencies between them.

D. Results

1) RQ1: Does conceptual and domain-based couplings
detect orthogonal database and code dependencies?: We first
investigate whether conceptual and domain-based couplings
detect orthogonal database and code dependencies. Our focus
is on determining if the two metrics actually complement
one another. Given this insight, we can determine whether
it will be beneficial to combine the two metrics. A scenario
where augmenting the two coupling metrics is beneficial is
when both metrics provide complementary sets of correct
dependencies. If the two metrics identify identical or highly
similar dependencies, it may not be worthwhile to combine
the metrics.

With regards to the orthogonality of the two metrics, Table II
presents the results of the overlap analysis. For the various cut
points considered, we measure three aspects of the data. Given
the set of correct dependencies identified by each metric we
determine the percentage of correct dependencies (1) identified
by both metrics (correctconc∩dom) and (2) unique to domain-
based coupling metric (correctconc\dom) and (3) unique to
conceptual coupling metric (correctdom\conc). As the table
reveals, the percentage of correct dependencies returned by
both metrics does not exceed 31%. This demonstrates that
the two metrics are indeed orthogonal, given the current
software system under consideration. This result provides a
strong indication that combining conceptual and domain-based
couplings can be beneficial. We empirically evaluate such a
combination in the next section.

2) RQ2: Does combining conceptual and domain-based
couplings improve our ability to accurately detect database and
code dependencies?: Our primary goal is to enhance our ability

to detect dependencies by using the orthogonality of coupling
metrics. In this work, we consider a disjunctive approach to
combining coupling metrics. Based on our finding (see Tables
III, IV, V, and VI), the disjunctive approach outperforms
either of the individual coupling metrics in virtually all the
cases. The orthogonality of the two metrics, as discussed
in the previous sub-section, appears to contribute to the
results of the disjunctive combination. Our results show that
the combination of conceptual and domain-based couplings
improves the performance over either individual coupling
metrics. For example, consider a case in Table III where
cut point is 10. Conceptual and domain-based couplings in
this instance yield precision values of 25.67% and 29.41%
respectively, while the combination of the two increases
precision to 31.99%. Comparable improvements are apparent
throughout all the results. Similar results are achieved when
detecting database and code dependencies. Table V indicates
that, for a cut point of 100, we obtain improvements in both
precision and recall when the disjunctive approach is used.
In this case, conceptual and domain-based coupling yield
7.94% and 8.88% precision respectively, while the disjunctive
combination gives yields precision of 9.74%. With respect to
recall, conceptual and domain-based coupling returns 52.38%
and 30.35% respectively. The disjunctive combination is able
to correctly identify 54.78% of correct dependencies. There
are a few cases where the disjunctive combination does not
perform as well as one of the individual metrics (see Table IV).
In most cases, this is caused by the large discrepancy between
the two techniques. When there is a substantial difference in
the performance of the two techniques, the technique with
the lower accuracy negatively impacts the accuracy of the
disjunctive approach. As discussed in Section IV-B3, statistical
analysis is used to confirm that the improvements that we
observe are not by chance. Our application of the statistical
test determines whether the improvement in detection accuracy
obtained using the disjunctive approach compared to use of
each individual metric is statistically significant. Results of the
statistical analysis (see Table Table VII) indicate that in most
cases where we observe an improvement using the disjunctive
approach, we are able to reject the null hypothesis and conclude
that there is a statistical significant improvement.

E. Threats to Validity

We outline some of the threats to validity that could influence
the results of our empirical case study and limit our ability
to generalize our findings. We demonstrated the benefits of
combining conceptual with domain-based couplings metrics to
improve accuracy of impact analysis, however, our case study
is performed using only one open source software system that
is ADEMPIERE. Although this system is representative of a
large spectrum of open-source systems in practice, to claim
generalization and external validity of our results would require
additional empirical evaluation on more software systems,
which are also implemented in other programming languages
(or even mixes of programming languages) and using different
development paradigms. Yet, re-engineering such systems to



TABLE II: Overlap analysis for conceptual (Conc) and domain-based (Dom) couplings for various cut points.
Cut Points 10 20 30 40 50 60 70 80 90 100

Architectural Dependencies
correctconc∩dom 25.27% 25.65% 25.86% 26.90% 27.80% 28.26% 28.88% 29.84% 30.45% 30.40%
correctconc\dom 35.00% 37.86% 39.02% 39.24% 39.72% 40.04% 40.14% 39.92% 40.07% 40.79%
correctdom\conc 24.67% 24.85% 24.65% 24.33% 23.90% 23.35% 28.63% 29.18% 28.54% 27.87%

Direct Database Dependencies
correctconc∩dom 10.37% 16.30% 18.86% 20.69% 22.03% 22.90% 23.70% 25.09% 25.86% 26.17%
correctconc\dom 22.39% 27.00% 28.49% 29.59% 31.46% 32.63% 33.38% 34.03% 34.57% 36.11%
correctdom\conc 40.82% 39.25% 38.50% 36.75% 34.25% 33.86% 33.01% 31.69% 30.85% 29.22%

Indirect Database Dependencies
correctconc∩dom 14.20% 16.87% 19.09% 21.07% 22.87% 24.16% 26.14% 27.51% 28.98% 28.96%
correctconc\dom 38.76% 46.06% 47.90% 48.57% 49.29% 49.43% 49.53% 49.01% 48.05% 49.07%
correctdom\conc 18.06% 17.40% 16.38% 16.05% 15.62% 14.91% 20.41% 21.28% 20.89% 20.13%

Source Code Dependencies
correctconc∩dom 27.97% 28.18% 28.38% 29.52% 30.53% 31.00% 31.79% 32.74% 33.41% 33.40%
correctconc\dom 38.06% 41.35% 42.96% 43.16% 43.59% 43.84% 43.68% 43.59% 43.76% 44.49%
correctdom\conc 25.22% 25.58% 25.18% 24.88% 24.21% 23.62% 23.12% 22.63% 21.92% 21.21%

TABLE III: Accuracy (precision (P) and recall (R)) for detecting architectural dependencies using Conceptual (Conc), Domain-
based (Dom), and Combined (Comb) approaches for various cut points.

Cut Points P(10) R(10) P(20) R(20) P(30) R(30) P(40) R(40) P(50) R(50) P(60) R(60) P(70) R(70) P(80) R(80) P(90) R(90) P(100) R(100)
Conc 25.67 12.26 20.95 17.23 18.42 20.35 16.75 22.84 15.80 25.59 15.06 28.48 14.42 30.72 13.80 32.39 13.24 33.98 12.78 35.37
Dom 29.41 7.40 25.72 10.46 23.54 12.59 22.34 14.76 21.43 16.62 20.91 18.28 20.56 21.86 20.30 26.06 19.95 27.52 19.64 28.22
Comb 31.99 12.57 27.75 17.14 25.18 21.06 23.10 23.51 21.65 26.37 20.52 28.83 19.90 33.67 19.31 38.71 18.71 40.84 18.24 42.15

Comb vs. Conc 6.32 0.32 6.81 -0.09 6.76 0.71 6.35 0.67 5.85 0.78 5.46 0.35 5.48 2.95 5.51 6.32 5.47 6.86 5.46 6.79
Comb vs. Dom 2.58 5.18 2.03 6.68 1.64 8.46 0.76 8.75 0.23 9.75 -0.39 10.55 -0.65 11.80 -0.99 12.65 -1.24 13.33 -1.40 13.93

TABLE IV: Accuracy (precision (P) and recall (R)) for detecting direct database dependencies using Conceptual (Conc),
Domain-based (Dom), and Combined (Comb) approaches for various cut points.

Cut Points P(10) R(10) P(20) R(20) P(30) R(30) P(40) R(40) P(50) R(50) P(60) R(60) P(70) R(70) P(80) R(80) P(90) R(90) P(100) R(100)
Conc 8.40 4.43 9.60 7.95 9.48 10.06 9.16 12.62 9.53 15.05 9.80 16.92 9.90 18.46 9.71 19.83 9.44 21.12 9.34 22.53
Dom 17.59 4.98 17.75 8.26 17.58 10.95 17.27 13.29 16.96 14.96 16.72 16.59 16.41 17.90 16.23 19.12 16.01 20.11 15.75 20.69
Comb 15.00 5.50 16.49 9.59 16.48 12.64 16.07 15.26 15.56 17.78 15.32 19.80 15.00 22.10 14.62 23.89 14.22 25.21 13.98 26.42

Comb vs. Conc 6.60 1.07 6.89 1.64 7.00 2.59 6.90 2.65 6.03 2.73 5.52 2.87 5.11 3.64 4.91 4.07 4.77 4.08 4.63 3.89
Comb vs. Dom -2.59 0.52 -1.27 1.32 -1.10 1.69 -1.20 1.97 -1.39 2.82 -1.40 3.21 -1.41 4.21 -1.61 4.77 -1.79 5.09 -1.77 5.73

TABLE V: Accuracy (precision (P) and recall (R)) for detecting indirect database dependencies using Conceptual (Conc),
Domain-based (Dom), and Combined (Comb) approaches for various cut points.

Cut Points P(10) R(10) P(20) R(20) P(30) R(30) P(40) R(40) P(50) R(50) P(60) R(60) P(70) R(70) P(80) R(80) P(90) R(90) P(100) R(100)
Conc 16.05 17.81 13.69 25.71 12.14 30.70 10.90 34.83 10.31 38.78 9.84 42.68 9.30 45.85 8.82 48.19 8.30 50.08 7.94 52.38
Dom 13.94 7.22 11.79 10.96 10.64 13.49 10.03 15.97 9.66 18.11 9.39 19.83 9.25 23.49 9.20 27.95 9.06 29.68 8.88 30.35
Comb 18.15 17.44 15.85 24.38 14.09 30.09 12.69 33.46 11.72 37.05 11.08 40.12 10.73 45.35 10.44 50.78 10.07 53.34 9.74 54.78

Comb vs. Conc 2.10 -0.37 2.16 -1.33 1.95 -0.61 1.79 -1.36 1.41 -1.73 1.24 -2.56 1.43 -0.50 1.63 2.58 1.77 3.26 1.80 2.40
Comb vs. Dom 4.22 10.22 4.06 13.42 3.46 16.61 2.66 17.49 2.06 18.94 1.69 20.29 1.48 21.86 1.24 22.83 1.02 23.66 0.86 24.43

TABLE VI: Accuracy (precision (P) and recall (R)) for detecting source code dependencies using Conceptual (Conc), Domain-
based (Dom), and Combined (Comb) approaches for various cut points.

Cut Points P(10) R(10) P(20) R(20) P(30) R(30) P(40) R(40) P(50) R(50) P(60) R(60) P(70) R(70) P(80) R(80) P(90) R(90) P(100) R(100)
Conc 27.72 14.11 22.52 19.68 19.83 23.38 18.03 26.18 16.99 29.20 16.19 32.41 15.52 34.79 14.86 36.69 14.26 38.40 13.76 39.92
Dom 31.22 8.03 27.32 11.35 25.00 13.62 23.73 16.04 22.73 18.02 22.18 19.84 21.70 21.59 21.32 22.99 20.93 24.11 20.60 24.90
Comb 34.05 13.99 29.57 19.07 26.83 23.54 24.63 26.28 23.07 29.43 21.87 32.18 21.08 35.05 20.33 37.55 19.68 39.45 19.19 40.83

Comb vs. Conc 6.33 -0.12 7.05 -0.61 7.01 0.16 6.60 0.11 6.07 0.23 5.68 -0.24 5.57 0.26 5.47 0.86 5.43 1.05 5.42 0.91
Comb vs. Dom 2.83 5.95 2.25 7.72 1.84 9.92 0.90 10.25 0.33 11.41 -0.31 12.34 -0.62 13.45 -0.99 14.56 -1.24 15.34 -1.41 15.93

build benchmarks in order to evaluate approaches like this one
remains a tedious and error-prone task. Thus, we make the
data from our case study publicly available 3 so that other
researchers can verify and perhaps even reproduce our results.

We apply an IR technique to textual information extracted
from the source code of software systems to derive conceptual
coupling metrics. Hence, our findings may have been impacted
by the consistency of variable naming and commenting
practices of ADEMPIERE software developers. The use of
Latent Semantic Indexing to compute conceptual couplings is
also sensitive to a set of user-defined parameters, such as pre-
processing techniques and a dimensionality reduction factor,
that is k. It is a viable risk that the results obtained by our

3http://hdl.handle.net/102.100.100/7799

approach are valid only for a particular set of these parameter
values, that is, particular values of k and chosen pre-processing
strategies, such as identifier splitting and stemming. To address
this risk, we relied on the parameter values and pre-processing
strategies that were used in our previous work [18], [13].

We measured the accuracy of impact analysis using a
benchmark we created with precision and recall metrics. Our
benchmark is based on the software dependencies that are
derived from the FAMIX meta model and Moose technology;
however, it is possible that, when creating our benchmark, we
did not detect all true dependencies. Furthermore, it is possible
that a different accuracy metric may generate different results;
however, both these metrics are widely used and accepted in the
community, including various papers on impact analysis. We



TABLE VII: Statistical Analysis.
Cut Points P(10) R(10) P(20) R(20) P(30) R(30) P(40) R(40) P(50) R(50) P(60) R(60) P(70) R(70) P(80) R(80) P(90) R(90) P(100) R(100)

Architectural Comb vs. Conceptual <0.001 0.147 <0.001 0.583 <0.001 0.065 <0.001 0.095 <0.001 0.0754 <0.001 0.285 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
Comb vs. Domain <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 0.0272 <0.001 0.2849 <0.001 0.831 <0.001 0.947 <0.001 0.993 <0.001 0.999 <0.001 0.999 <0.001

Direct Comb vs. Conceptual <0.001 0.003 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
Comb vs. Domain 0.999 0.039 0.999 <0.001 0.998 <0.001 0.998 <0.001 0.999 <0.001 0.999 <0.001 0.999 <0.001 0.999 <0.001 0.999 <0.001 0.999 <0.001

Indirect Comb vs. Conceptual <0.001 0.811 <0.001 0.987 <0.001 0.835 <0.001 0.976 <0.001 0.989 <0.001 0.999 <0.001 0.716 <0.001 0.008 <0.001 0.002 <0.001 0.019
Comb vs. Domain <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001

Source Code Comb vs. Conceptual <0.001 0.657 <0.001 0.911 <0.001 0.375 <0.001 0.4237 <0.001 0.345 <0.001 0.638 <0.001 0.345 <0.001 0.091 <0.001 0.056 <0.001 0.089
Comb vs. Domain <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 0.018 <0.001 0.219 <0.001 0.758 <0.001 0.923 <0.001 0.988 <0.001 0.998 <0.001 0.999 <0.001

also tried F-measure, which is based on precision and recall,
and also noticed statistically significant improvements with
our combined approach; however, we do not report the results
based on F-measure in the paper because of space limitations.
The accuracies of the two standalone techniques, conceptual
coupling and domain-based couplings, however, seem to have
low values in some cases (mostly for larger cut points, so
it is to be expected); however, they are comparable to other
previous results [19].

Nevertheless, the main contribution of our work is to improve
accuracy by forming an effective combination. Yet, we do
not claim that our combined approach would operate with
equivalent improvement in accuracy on other systems, including
closed source.

V. CONCLUSION AND FUTURE WORK

The empirical evaluation on a large scale enterprise software
provides support for our proposed combined approach with
several conclusions in the context of dependency analysis.
Overall, combining conceptual and domain-based couplings
improves accuracy. The empirical findings demonstrate that in
certain cases an improvement of 24.43% in recall and 7.05%
in precision is achieved when conceptual and domain-based
couplings are combined. Of course, some of these results and
magnitude of improvements are different for database and code
dependencies, however, we observe an overall improvement
across different cut points for all types of dependencies.
Moreover, the overall improvement in precision and recall
obtained when combining the two types of couplings is
statistically significant for the dataset of dependencies used
in our evaluation. We conjecture that obtained improvement
in accuracy for the proposed approach is, in part, due to the
orthogonal nature of the correct software entities detected by
the two couplings, which has been confirmed in our empirical
case study.

We plan to develop and empirically corroborate other
combinations of conceptual and domain-based couplings (e.g.,
weighed contributions of entities from conceptual and domain-
based couplings based on the confidence in each source of
information). One important future direction includes the
addition of static and dynamic couplings as well as coupling
measures based on change data, i.e., evolutionary couplings.
We are also planning rigorous comparative studies with these
approaches (e.g., structural and evolutionary metrics). In
previous studies [18], [15], it was reported that conceptual
metrics performed as well as or better than those based on
structural or evolutionary metrics. Our ultimate goal is to

combine all these different types of couplings to improve
change impact analysis.
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