From Feature Models to Business Processes*

[ldefonso Montero, Joaquin Pefia, Antonio Ruiz-Cortés

Depr Lenguajes y Sistemas Informéticos. University of Seville. Spain {monteroperez, joaquinp,
aruiz} @us.es

Abstract

The variability level of average-size Business Informa-
tion Systems (BIS) is highly enough for making the design
of this kind of systems a complex task. There is an approach
called Process Family Engineering (PFE) that tries to ease
the design of BIS using ideas from the Software Product
Lines (SPL) field. Roughly speaking, they propose to, first,
study the variability of the system without entering into de-
tails by means of building a variability model (called feature
model), that is used later for building the business process.

However, in PFE the process of deriving the business
process from the feature model is performed manually. Au-
thors use feature models with a different meaning that is
commonly accepted in SPL. In this paper, we provide a rig-
orous description for the new meaning of feature models,
and a mapping relationship that defines how to use the in-
formation in the FM for obtaining the basic structure of the
business process. In addition, as a proof of concepts, we
have implemented an MDD transformation that provides
the expected results.

1 Introduction

The development of Business Information Systems (BIS)
is focused on providing techniques and mechanisms for de-
signing software systems based on the business processes
of the companies, defined graphically by means of busi-
ness process modeling notations, such as Business Pro-
cess Model Notation (BPMN) [4]. The variability level of
average-size BIS is usually highly enough for making the
design of this kind of systems a complex task.

Software Product Lines (SPL) systematizes the reuse
across the set of similar products that a software company
provides. For that purpose, this approach requires to de-
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Figure 1. Overview of the PFE approach for
modeling BIS and our approach

scribe the products by means of variability models, such as
Feature Models (FM), that contains only features and rela-
tionships between them. A feature is considered as a char-
acteristic of the system that is observable by the end users.
Feature Models describe which features are present in all
the products, called core features, and which not, called
variable features.

Schnieders et al. propose a methodology for designing
highly variable business processes [9]. It is based on over-
coming the complexity derived from variability, by means
of applying software product lines for managing it. This
methodology, called Process Family Engineering (PFE),
presents three steps for modeling variant-rich BIS, as shown
in Figure 1, namely: (i) Analysis, which is focused on per-
forming a requirements capture that covers the user needs
and describes the variability using feature models; (ii) De-
sign, which is focused on deriving manually a business pro-
cess model from a feature model that represents its variabil-
ity; and finally (iii) Implementation, which is focused on de-
ploying the business process model specification into a pro-
cess engine that executes it and produces a BIS. Thus, PFE
reduces the complexity derived from variability by means
of studying features models that do not provide details on
how each process is performed.In addition, PFE considers
that sometimes a feature represents an activity, sometimes
a business process, but without providing an equivalence
definition. Thus, we can say that in PFE there not exist a



mapping relationship between feature models and business
process models (see Section 2).

However, although PFE may be the solution to man-
age the evolution of the business process of a company,
the Design step of this approach, concretely the use of fea-
ture models and the derivation of business processes from
it, presents three main drawbacks, which are the focus of
this paper. First, ambiguity: PFE uses feature models to
show the variability derived from enabling/disabling fea-
ture/process; however, given that feature models are de-
voted to represent design-time variability and not runtime
variability [8][6], the approach redefine the semantics of
feature models implicitly, but without providing a defini-
tion for it. Second, maintenance: PFE extends the nota-
tion of BPMN to add information about variability which
is also present in the feature models, thus, information
is duplicated with the obvious problems for maintenance.
Third, manual derivation: the relationship between a fea-
ture model and its corresponding business process is not
rigorously defined, and the development of the business
process is performed manually using as input the feature
model, what makes this activity error-prone and hinders the
maintainability of both kind of models.

Thus, the main motivation of this paper is to improve the
design step for modeling highly variant-rich business pro-
cess models proposed by PFE. For that purpose, we provide
a rigorous description for the new meaning of feature mod-
els, presented in Section 2, and mapping relationship that
clearly defines how to use the information in the FM for ob-
taining the basic structure of the BP (that needs to be com-
pleted manually), detailed in Section 3. As shown in Figure
1, the derivation of the basic structure of a business pro-
cess model from a feature model will be done automatically.
This transformation is achieved by redefining the seman-
tics of feature models (FM) using context-free grammars,
a transformation of this grammar to a finite state machine
model, and a representation of these state machines using
business process models. Figure 2.a sketches the overview
of this systematic mapping. In addition, as proof of con-
cepts, we also provide an implementation, by means of a
MDD transformation, of the mapping between feature mod-
els and business process models using Atlas Transformation
Language(ATL)'. Figure 2.b presents the overview of this
implementation.

As a result of our contributions, we improve the design
of complex business process models. Concretely, we im-
prove the Design step of the PFE approach by means of im-
proving the maintainability of feature models and BPMN
since we provide an automatic mapping that can reduce er-
rors derived from manual transformations. In addition, we
avoid the need of extending the standard notation of BPMN
with information that is present in the feature model.

Uhttp://www.eclipse.org/m2m/atl/
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Figure 2. Overview of our approach and our
first prototype for automated mapping

2 Definition of a New Semantic for Feature
Models

In order to perform a Process Family Engineering (PFE)
feature model grammar representation, we need to define a
new Context-Free Grammar (CFG) taking into account that
in SPL it is not needed to establish the order of appearance
of the features into a family product, but in our context it is
recognized as a core need. Process engineers need to per-
form business process definitions which establish the order
that the processes must be performed and its dependencies
with others (i.e: subprocess A and B must be done in paral-
lel, and after that, subprocess C must be performed).

For defining this mapping between FM and business pro-
cess, we have considered that:

e parent features in a feature model, namely variation
points, are considered as complex processes.

e child features in a feature model, namely variants, are
considered as subprocesses.

In order to rigorously define the new semantics, we reuse
Batory’s grammar representation of FM [3] as starting point
for proposing a new grammar. The redefinition is shown in
Figure 3. From this grammar, a regular expression of these
languages can be obtained by means of operations of au-
tomata and formal languages theory defined in [7]. Figure
3 sketches also the equivalence of a feature and its relation-
ships in terms of regular expressions (Notice that parallel
execution of features are represented by means of e char-
acter). In addition, each possible composition between two
or more different artifacts is resolved by means of parallel
decompositions. Figure 4 presents an example of this com-
position which sketches how a feature model with three dif-
ferent relationships is defined by means of a composition of
three simplified feature models with only one relationship.
Thus, the CFG representation of composed feature model is
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Figure 5. Feature Model to BPMN Mapping and Composition Catalog Proposed

obtained by means of applying e operator to three simplified
feature models CFG representations defined previously.

3 Mapping a Feature Model to a BPMN
Structure

Automata and formal languages theory sets the steps
needed to obtain a Finite State Machine (FSM) model from
a Context Free Grammar (CFG) and viceversa[7]. Apply-
ing this mapping we provide a FSM representation of the
feature model grammars presented previously.

In addition, BPMN can be represented by means of
FSMs|[5]. In this approach, the equivalence based on which
artifacts of BPMN can implement the behavior of a FSM
has been explored, concluding that representing a FSM by
means of BPMN is feasible.

The BPMN specification does not provide any constraint
about the order of performing subprocesses in any situation.
In addition, the BPMN gateways defines that the subpro-
cesses contained in it can be done as a sequence or parallel
under several constraints. Thus, the BPMN gateways are
feasible to be used for implementing proposed finite state
machines behavior, as shown in Figure 5 that presents the
equivalence between each of FSMs and its representation
using BPMN.

As stated previously, we have developed a proof of con-
cepts of the mapping by means of MDD. For that purpose
we have developed a prototype using the FeAture Model An-
alyzer (FAMA) metamodel as source and the Eclipse SOA
Tool Platform* BPMN metamodel as target metamodel us-
ing an Atlas Transformation Language (ATL) transforma-

Zhttp://www.eclipse.org/stp

tion. It has been published on Eclipse ATL website.>.

4 Related Work

According to [2], to perform a survey in the software
engineering field, we have to define an analysis frame-
work with the following components:(i) research questions:
How is performed the mapping between feature diagrams
and business process models?, and How is documented
variability in a BIS context?; (ii) a search strategy to se-
lect sources: we have searched the bibliography at DBLP,
Google Scholar, and ISI Web of Knowledge choosing pa-
pers with a higher number of cites; and finally (iii) a cat-
alogue: we classify the approaches in those focused on
the mapping between feature models and business process
models, and those focused on variability representation.

After searching the selected sources, we have found only
one proposal that cover our first research question: How is
performed the mapping between feature diagrams and busi-
ness process models?. Bae et al. [1] proposes a method for
deriving a feature model from a business process model in
order to provide a process family based on obtaining an in-
termediate use case representation of the business process.
Each feature is considered as a group of use cases, which
are associated to perform an specific business activity. The
method proposed considers that a set of subprocesses is
equivalent to an specific feature. In addition, transforma-
tion is performed manually.

On the other hand, regarding to our second research
question: How is documented variability in a BIS context?
only Process Family Engineering (PFE) [9] explores the

3ATL code and specification is available in

http://www.eclipse.org/m2m/atl/atI Transformations/#FM2BPMN.
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Figure 3. PFE Feature Model and its CFG rep-
resentation

idea of using feature models for managing variability in
a BIS context, but the relationship between these feature
models and its products, defined by means of business pro-
cess models, is not clearly defined as stated in Section 1.

5 Conclusions

We have explored the Process Family Engineering (PFE)
approach for managing the complexity derived from model-
ing variant-rich business process models. Thus, we have de-
tected some drawbacks in one of the steps of this modeling
methodology, concretely on design phase, identifying am-
biguities, maintenance problems and activities performed
manually which can be performed automatically. The main
motivation of this paper is to solve the identified problems.
For that purpose, as shown in Figure 5 in Section 3, we pro-
vide a mapping from feature models for representing vari-
ability in BIS, whose semantic is significantly different than
traditional, to basic structures of business process models,
represented using BPMN. The main advantages of our ap-
proach are: (i) it is defined as a systematic process, (ii) it

provides a maintenance improvement, and (iii) it defines an
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automatic mapping which maximizes quality level and min-
imizes error rate.
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