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ABSTRACT

Cloud/Grid environments are characterized by ardeveset of
technologies used for communication,
management. Service Providers, in this context,dn&e be
equipped with an automated process in order taropdi service
provisioning through advanced performance predictizethods.
Furthermore, existing software solutions such asUGBictave
offer a wide range of possibilities for implememtirthese
methods. However, their automated use as servineghe
distributed computing paradigm includes a numbectwfllenges
from a design and implementation point of viewthis paper, a
loosely coupled service-oriented implementatioprissented, for
taking advantage of software like Octave in thecpss of creating
and using prediction models during the serviceejifde of a SOI.
In this framework, every method is applied as ata@e script in
a plug-in fashion. The design and implementatiothefapproach
is validated through a case study application whitiolves the
transcoding of raw video to MPEG4.
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1. INTRODUCTION

Service Oriented Architectures (SOASs) [1] refertspecific
architectural paradigm that emphasizes implementatiof
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components as modular services that can be disetard used
by clients. Infrastructures based on the SOA ppiesi are called
Service Oriented Infrastructures (SOls). A basimgiple that
governs the operation of such environments is tinatrelations
between the SOA initiators and requesters are mrbye Service
Level Agreements (SLAs) [2]. This means that thesoof the
parties involved in a transaction in a SOA-basedirenment

(service provider and service customer), the @hatiself and the
relation details are defined by SLAs. In most caStsAs define
the service that will be offered, the Quality ofr8ee (QoS)

parameters (expressed with specific terms) as agetither terms
related to the involved parties (e.g. compensatiocase of SLA
violation). QoS provisioning and management in gahis a very
important and challenging field of research in rilstted

environments. In [3] an approach is presentedrfanaging QoS
in SOA that focuses on the categorization of thealiu

characteristics and uses a specific XML-based laggufor

applications and service providers to express Qflirements
and contracts.

Taking into account that the QoS requirements stibchby
the end-user are stated into the SLA, what is ésdeior the
service providers prior to signing the specific Stefers to an
estimation of the resources needed to fulfill tserurequirements
for every application that is offered as a servicm his/her
platform. To this direction, performance predictiamd modeling
is considered of major importance since the seryicaviders
need to determine the resources in order to futfié QoS
requirements of the application while at the same tresource
utilization must be maximized.
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To this end, a number of methods have been impltade
from graph based ([4],[6] and [7]) to probabilist{f8]) and
machine-learning ones ([9][9]). In general, a niodebuilt in
order to predict the output from the input, usudélytaking into
account suitable parameters or by analyzing pasorfidal data.
Models can be based for example on linear functioresural
networks, classification and regression trees aatissical
properties. However, in general there is no spefifimework for
implementing such methods, especially in a sergieated
environment. Useful and widely adopted tools, sash GNU
Octave ([21][21]) make the implementation of sucletmods
much easier than with standard programming langiageh as
Java or C++. Octave is an open source, communitgarhigh
level numerical computation software, very similarMatlab. It
can be used for implementation of advanced methidsthe
aforementioned ones, used in the context of pedooa
prediction or analysis. However the automated adempt of
software like Octave on distributed environmentsfas from
perfected. A very thorough analysis on various s@® of this
sort can be found in [17].

The major aim of this paper is to present the IRMOS

project[24] Mapping Service, a service framewarkwhich all
the aspects of the SOA paradigms will be taken d¢otasideration
and the resulting solution will be able to implemevhatever
estimation method as an Octave script. To this eall,
functionalities that are required by such a serare addressed,
from XML-based information extraction regarding tical
information for an application, embedding of Octaedtware for
use in the service lifecycle and up to retrievahddtorical data
from databases, a key feature of interest sinceethods use the
latter.

The service-oriented implementation approach that i
presented is generic and can be applied in sersitented
architectures. The layered architecture that has liellowed for
the implementation of the mechanism can be useddopting
every performance prediction technique that canwbéten in
Octave and focuses on the decoupling of the fraoreWvom the
method used. The latter is used as an Octave plughich can
be altered at any time, without further additioRsrthermore, due
to the layer approach, the dependencies from 3pe®$ or
distributed computing software toolkit used areimined.

The remainder of the paper is structured as folld®ection
2 presents related work in the field of service eored
performance estimation and enablement of matheahatoftware
through Web/Grid services. The next section dessriln detail
the functionality of the service along with the sifie supportive
actions whereas Section 4 introduces the serviger lapproach
and the per layer implementation. In Section 5 wes@nt a case
study based on the application of encoding rawovideMPEG4
format. In order to demonstrate and evaluate theradjpn of the
implemented mechanism a set of simple approximagohniques
such as multivariable regression and polynomitihfit are used,
in order to produce approximating functions thahreect the
application input characteristics (as predictorighhe execution
end time of the application (as the QoS level effeby the SP).
The aim of these methods is just to demonstrataltiigies of the
framework and not to provide efficient performampredictions.
Finally, Section 6 concludes the paper with a dis@mn on future
research and potentials for the current study.

2. RELATED WORK

There are various approaches for service oriengtbmnance
prediction mechanisms that aim to estimate theurees needed
for the execution of specific applications in th@lS$ealm or for
offering mathematical software in distributed enniments.

For example, in [12], the Network Weather Servitdiudes a set
of forecasters and sensors in a distributed enwieon, in order to
retrieve data dynamically and apply them to modutbat
implement advanced prediction techniques. Whileadhef its
time, this implementation was heavily based on iigjlmge, thus
making the implementation of the techniques usedendifficult
and time consuming.

A framework for incorporating QoS in Grid applicats is
discussed in [5]. In this paper, a performance mtaestimate
the response time and a pricing model for detenmgitine price of
a job execution are used. In order to determinetlvenethe
client’'s QoS constraints can be fulfilled, for e€@bS parameter a
corresponding model has to be in place. The maaddiantage is
that Vienna Grid Environment (VGE) does not prdserthe
actual nature of performance models. It specifigly an abstract
interface for performance models, taking as granted these
models will be provided from analytical modelling bistorical
data. But analytical modelling in general requigshorough
knowledge of the application, in order to develbp equations
that depict its performance. However, in the cak&Qls, this
knowledge may not be available in the wanted le¥eletail.

In [14], the authors present GridSolve, which engites the
ease-of-use for the user and includes resource tommg,
scheduling and service-level fault-tolerance. Inditon to
providing Fortran and C clients, GridSolve enab$sentific
computing environments (such as Matlab) to be asedients, so
domain scientists can use Grid resources from witthieir
preferred environments. This effort attempts totlge other way
around and “gridify” applications such as Matlald @ctave, in
order for them to be able to exploit distributedaerces. This is
also done for Maple in [15] and for a variety ohmquuter algebra
packages in [18]. While these works are significaitt is
questionable how the produced services can be usedn
integrated service oriented environment during thervice
lifecycle. They can be considered mainly as a ssfakeffort to
improve the performance of software like Octaveotigh
distributed infrastructures.

In [13], an architecture very similar to the desggesented here is
followed, in order to provide Maple-based matheoztiweb
services. While very promising, this approach is inoorporated
in a Grid/Cloud environment and focuses mainly lo@ offering
of mathematical services. In the GENSS project ,[16¢ main
focus lies on the matchmaking techniques for atheartent and
discovery of mathematical services, from a semaptint of
view. The authors of [22] demonstrate the use ofa@z for
creating performance models for network interfabesed on
queueing models, while in [23] a limited part aft@ve is offered
through Web Services interfaces for use of thealignocessing
functions by mobile phones.

The design presented in this paper aims at proyidhe
service oriented framework for performance predittnethods in
a generic way without requiring detailed knowledgk the



internal parts of the infrastructure or the appiaa but only by .
creating an Octave script of the proposed methdut [Etter is
especially important for use by people who may Xgeds in the

Acquisition of information regarding the applicatio
that needs to be modeled (this includes predictors-
inputs, estimated outputs, possible values of the

performance estimation realm but are not direatlyolved with
the issues and development of SOIls. Furthermoee ddsigned
service can be used in real life automated enviemis e.g.
during the SLA negotiation process between a SerArovider
and the client.

3. Mapping Service Functionality

In the IRMOS framework, which is a platform offegimeal time
execution on service oriented infrastructures, fdeo for an
application to be included in the Service Providdist of enabled
services, a number of steps must be implementeddier to adapt
it to the framework. These steps are describecktaildn [19]. In

a nutshell, the application developer needs toterem XML

description of his application, including a setbaracteristics for
its functional and non-functional requirements.sTtééscription is
called Application Service Component Descriptior8@D) in the
IRMOS language. Afterwards, the Service Providezdseto go
through the process of creating a number of mappites, that
,in IRMOS, are considered as the first level off@enance

prediction and are used for the mapping betweenr use

requirements, application characteristics and ¢seurces needed
in order to meet the QoS levels that will be exgosean SLA.
The aim of this paper is to describe the frameworkhe creation
of these mapping rules/models, however the desigdd a
implementation that was followed is generic, thusitding the
Mapping Service to be used even outside the aforgomed
platform. The overall platform architecture of IRNdCcan be
found in [25]. At this point it must be stressedittlwhile the
interests of the Application Developer and the ®enProvider
seem contradictory, this is not the case due toviilee chain
followed. From this point, the Application Developadapts his
application to the IRMOS platform, in order to bged by other
parties (customers) , through the Software-as-ai&emodel. So
it is actually his/her interest to aid the platfatoncorrectly predict
the necessary resources, so that the applicatina smoothly
with the minimum resources, in order to be comiwetitin
comparison to similar applications. Furthermoresr¢hare more
than one IRMOS platform providers, so for the sameason
(competitiveness) the latter want to achieve ateyseedictions.
In order to design such a service, one must talceancount all
the different functionalities that need to be inmpémted in order
to have a fully operational platform component. Trgh level
functions that must be provided are a) model aveakiased on
the performance prediction method b) model expodarethe
estimation process. Furthermore, these processss Ineufully
automatic in order to fit in the service orientatastructure.

3.1 Model Creation

For a model to be created, a number of steps maest b

implemented:

e Triggering of the service, including a specific dier
for the application whose model is going to be wéa

parameters etc.)

e Acquisition of historical data from a database thed
going to be used as the data set for the method

e Passing of the parameters to Octave

e Octave method script and its execution in the servi
lifecycle

e  Storing of the rules for future use

One key point here is the extraction of informatiegarding the
application. This can be done via an XML-based s&hevhich is
instantiated by the application developer and dostaritical
information regarding the inputs and outputs of Huftware
module. What is considered as critical informatése the inputs
and outputs of the application, mainly the inputstwaracteristics
that influence application performance and are mdggh as
predictors and the outputs that can be consideseth@ QoS
metrics. Furthermore, for these elements, rangegasfsible
values must be identified or enumerations regardthgir
acceptable values. This is mainly done because variety of
methods, normalization of the data into common rims is
needed. In order for the conversion to take plaiee, allowed
values must be described in a descending or aswpruider of
importance. The schema used is described in [X®thiE end, the
main service must be able to process the XML desori and
extract all the necessary info for the application.

From the previous steps, the necessary componets be
identified. These include the core service (MappifBgrvice)

which is responsible for the coordination of thérerprocess and
the main processing tasks. The Application Desonipt
Repository contains the XML descriptions of the poments,
while the Historical Database is used to store ftata previous
executions. These may originate from already exgstiistorical

data or from benchmarking. Finally, the Model Reuug

contains the stored rules after the finalizationttaé operation
(Model Creation) The sequence diagram for the €hMatel

operation of the service appears in Figure 1. Terfaces that
need to be implemented after the triggering of¢bevice by the
external world (in our case the other services hef tRMOS

Framework) are (1) the retrieval of the XML destiop from the

application repository, (2) the retrieval of thatbrical data from
the Database and (3) the storing of the modeltioms in the
Model Repository. For the internal operations, pecessing of
the XML description and the actual creation of thedels are
needed.
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Mapping Service App Description Repository Model Repository

CreateModel (App‘ D)

getAppDescription(App_ID)

> extractinfo(1/O, ranges)
1

getHistoricalData(App_ID)

> Create Model

Store Model

Figure 1: Sequence Diagram for CreateModel Operation

This phase is envisioned to be included during @hpplication
adaptation to the service oriented platform, foeating the
models of the application component. Whether thism de
included directly in the runtime negotiation mairdgpends on
the implemented method and if it can create moaielthe fly in a
logical time interval. In many cases these methads time
consuming, involving costly numerical computatiohkis time is
deteriorated by the fact that Octave is slower thvaditional
programming languages. However given its diveraitg ease of
implementation and the fact that the models donmesid to be
created on the fly during negotiation but in arlieafin any case
automated) phase, this delay is not a hinderinmpifac

.Furthermore, while it is generally considered asirgeractive
environment, Octave can also be run via commane, lim an
automated fashion, thus enabling its variety ofs@md functions
to be used in a SOA approach.

3.2 Mode Usage

For a model to be used, a number of steps mushplemented:
e Request for an estimation based on the model foedic
(such as application inputs/characteristics/)
e Acquisition of information regarding the applicatio
(this includes inputs, outputs, possible valuesthuf
parameters etc.)

e The model is retrieved from the repository and uith
the current set of predictors
e The response is passed back to the Service Provider

The sequence diagram of this phase appears in g igur
Interfaces must be implemented towards the extdraalework
(in this case the IRMOS framework described in J25r
accepting estimation requests and towards the MRdpbsitory
for retrieving during runtime (in SLA negotiatioier example)
the models. Also, a similar to the previous phaserface towards
the Application Description Repository is necessaryorder to
obtain the ranges of the inputs for normalizatiamppses. The
main internal operation, other than the XML extimetdescribed
previously, is to execute these models through erdpctave
scripts in order to get the estimated responseshzssed back to
the client.

‘ rvi ‘ App Description Repository ‘ Model Repository ‘

RequestPrediction (Input's,Apple)
I

:getAppDescription(AppflD):
e —

Figure 2: Sequence Diagram for RequestPrediction Operation

This phase is in all cases lightweight and is udedng runtime
negotiations due to the fact that the model isaalyecreated
during phase 1 and the time to execute it is niygdig(for

example it may involve the appliance of the inpatgmeters to a
model function in order to estimate the output Hasm a
mathematical function).

4. Service Oriented I mplementation

The different layers in the service oriented asgttiire of the
estimation mechanism are depicted in Figure 3. fHason for
having these layers is because there are softvadugons (such
as Octave and Matlab) for easily implementing wsiestimation
methods, but in order to pass information and aegumfrom the
client to the bottom layer it was considered saterinclude
intermediate steps that would minimize the inteedefencies
from one layer to the next. This also increasesdéeoupling
between the different layers, making it possibletiange at any
point one layer, with minimum interventions to thest of the
components. For example, for OS, the main elemffettad is
the Shell script and for Octave a few command$éJava core
class relating to the passing of the dataset aedettecution
command in the shell script.

The resulting implementation is also generic anty flecoupled
from the underlying algorithm, since at any time theveloper
may switch the methods of estimation by simply aeplg the
underlying scripts (A, B, C or D). In our case,wihe use of such
a decoupled solution, it was feasible to easily lemgnt the
mechanism with more than one method as mention&eations
4.4 and 5. These methods can, at any time, be asede or
combined in order to have an even more robust agtm
approach. Following, details are presented withamggo each
layer.



".Layarad Service Implementation

Figure 3: Layered Implementation of the Service

4.1 MiddlewareLevel (GT4)

The service-oriented version of the mechanism ptesein this
paper was implemented using the Globus Toolkitivard (GT4)
and runs under the standalone container that thkitaffers.

GT4 [11] is an open source Grid middleware thatvigles the
necessary functionality required to build and dgplfully

operational Grid services. It implements the WStSiec and
other specifications relating to security, as wad the Web
Services Resource Framework (WSRF), WS-Addressidgvés-
BaseNotification specifications.

The WS interface in front of the mechanism actsaagateway
offering a single-point of access to its functidtyalvhile at the
same time “hiding” its details and complexity frahe clients. In
more detail, the client of the service sends a S@&fest to the
operation exposed by the WS interface. The SOAPsages
includes the input needed, i.e. the ID of the appidon software
module for which a model needs to be created. fifgssage is
captured by the SOAP Engine running within the @Gdatainer
which serializes the included information into JaNgects before
passing it to the service’s core Java class fahéurprocessing.

The operations described in Section 3 are expasdidet outside
world through standard WSDL descriptions.

4.2 Connecting Level (Java Core)

The connecting component (Java class) that isarcémter of the
framework is the most critical part. It is respdbsifor taking the
ID of the application component whose model neeasbé
created, retrieving the XML description (ASCD) ohet
Application Service Component and processing it.isTh
processing is performed based on the tag nameteitise ASCD,
regardless of the depth level where the informaisostored. This
aids the developer in decoupling the structurehefASCD from
the rest of the framework, with only dependence tdge names.

Based on the information extracted from the ASCiie 8QL
interface is enabled and the data from the HistbriData
Repository (MySQL DB) are retrieved and normalizied taking
into consideration ranges or enumerations of thegliptors and
parameters that were previously extracted from il
description. The transformation of the data set inbrmalized
values in a common predefined interval is neces&arjnternal
processing reasons of the various estimation methBdr the
ranges, this is quite easy, taking only the minimamd maximum
range declared in the ASCD. For the enumerationwas
considerably more difficult, since the list of pifs values is
dynamic for each case of inputs, so proper assighme
mechanisms had to be implemented. These mechargsms
deployed in both phases of the service (CreateMaated
RequestPrediction) due to the fact that the inpedeived during
the second must again be normalized in order todeel in the
resulting model functions of the first phase.

Then the Java2Octave interface takes advantage sfitable
library [20] for storing these data as Octave rbdelalata files.
Afterwards the Java2System interface executes hiedt script,
which in turn initializes the Octave environment igh is
responsible for actually creating the models, afeading the
dataset.

Thread locking mechanisms have been implementethgltinis
stage so that overlapping requests to create modelsot
interfere with one another. The reason for not gsthis
Java2Octave interface to also execute the Octaipssts that the
Octave engine that is provided in the library doessupport the
use of extra packages that are very helpful in @ctAfterwards,
a Java2System interface is executed in order tialime the
Octave method script execution as a system comngahell
script). The most critical part in this processtds effectively
capture the I/O produced by the system commandhab the
system does not halt. This manipulation is alsdeagl through
proper use of threads for capturing input, outpod aerror
streams. These streams are transmitted back toliém, so that
the progress of the process is observed. The tiateQctave can
execute in order to produce the model is boundedheyWs
request timeout and is configurable.

When the execution finishes, the output of Octaredel,
function etc., is transferred to the Rule Repogijtsp that it can
be retrieved in the future for the Model Usage phd$e internal
structure of the service appears in Figure 4.

4.3 OSlevel (FC9)

For the OS level layer, Fedora Core 9 was used. maém

functionality of this layer, as seen in the introtlon of this

Section is to enable the decoupling of each layemfthe

previous. In terms of functionality, the shell gtrused is mainly
for launching the Octave environment, plus a nunaf@recessary
secondary actions such as directory manipulation.
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Figure 4: Mapping Service Internal Structure

4.4 Numerical SoftwareLevel (GNU Octave)

For the core implementation of the estimation méth@NU

Octave [21] was selected. Octave is an open souaramunity-

driven scripting language. It includes a number aafd-on

packages, in addition to the main version, thati@antly aid in

the implementation of advanced algorithms morecieffitly and

in a more abstract way than standard programmimguiages such
as C and Java. Its scripting style is very denskteips in the
easier and faster implementation of complicatechog. It also
provides built-in functions, that either alone wrcombination can
be used to create performance models of an applicaDther

solutions such as Matlab were also investigated, \ware

abandoned due to the fact that while the lattepsttp in many
cases the compiling of the scripts into executaldesep which is
necessary for the automated execution of the methidthe

presented service oriented context, this does appén for all
available functions, thus limiting the underlyindg@ithms.

Octave on the other hand can be run from the cordriiae in all

cases.

In our case, due to the fact that the main focubisfpaper is not
to investigate efficient performance prediction hoets, simple
built-in functions were used that implemented theltivariate
linear regression and polynomial fitting throughrywesimple
commands.

Two Octave scripts were used, one for the creaifdine models
(in the form of mathematical rules or algebraic diions
connecting the predictors with the estimated oytpat one for
the execution of them with the according inputsirtyrthe
runtime estimation phase. During this phase, thmits of the
predictors were applied to the estimating functjonsorder to
receive the prediction of the outputs.

5. Case Study

In order to validate the functionality of the preed approach in
terms of efficiency and ease of use, an applicatias selected for
predicting its QoS level. The methods used werglksmsince
their main usage was to evaluate the frameworkraoicactually

predict with accuracy. As predictors, specific ettéeristics of the
application were chosen, that in the IRMOS framdware

described in advance by the application developdriacluded in

the ASCD, as described in [19]. The identificatiofi the

predictors lies on the latter, but they do not rexextensive
knowledge of the internal code of the applicationly experience
gained from using the component. The developer doeseed to
be an expert on the application or on performarregligtion to

identify them.

5.1 Application

The application that we used in order to measwatiility of the
methods was the encoding of raw video in MPEG4 &irmith

the FFMPEG encoder [10]. In order to predict theceion time
of the encoder (which is regarded as the QoS leffeted in the
SLA- how fast the encoding service will finish),ufoparameters
of the input video which have a direct effect oe &xecution time
were considered as predictors. These were theidoraf the

video, the frames per second (FPS) used in theumgpthe
resolution of the images and an index of movemaside the
video (0 for still images, 0.5 for mediocre movertnand 1 for
intense movement). The method selected was mullipkar

regression through least squares fit, which in @zts given
through only one commandefress). In Figure 5, the XML
description appears, based on the IRMOS schema Esa this
description, the Mapping Service is able to procesul

understand that the model should have four inpudisosme output,
along with the necessary intervals for the nornailim.

=7uml version="1.0" encading="UTF-8" 7=
- «Models

- «id name="ComponentID" type="string">
<valuesallowed value="FFmpegEncoder" type="string" />

<fid>

- «predictors name="videoDuration" type="int">
<Mintalue value="0" type="int" />
<Maxtalug value="1000" type="int" /=

</predictors:

- <predictars name="FramesPerSecond’ type="int">
<Minalue value="0" type="int" />
<Maz¥alue value="40" type="int" />

=/predictors»

- zpredictors name="¥ideoResolution" type="enum"=>
<valuesallowed type="string" value="XGA" />
<valuesallowed type="string" value="EGA" />
<valuesallowed type="string" value="¥GA" />

=/predictors>

- zpredictors name="IndexOfvMovement" type="float">
<MinYalue value="0" type="float" />
<Maxvalue value="1" type="float" />

«/predictorss

- zoutputs name="ExecutionTime" type="float">
«MinYalue value="0" type="float" />
«Max¥alue value="1000000" type="float" />

<foutputss

</Model>

Figure5: XML Description for the FFMPEG Encoder



During the experiments it was noticed that the sifzd¢he raw
video could be correlated with the total executtone for the
encoding. This is logical since 3 out of 4 paramgetave a direct
relation to the size (fps, duration and image rgsmh). In order
to further test the framework, single variable apgmnation

techniques were used that correlated the sizeeofitteo with the
execution time. In this case the observed errduisto the fitting
error of the curve to the experimental data aloith the lack of
consideration for the index of activity of the vidd~-or the single
variable approximation, a number of functions weoasidered:
linear, quadratic, and higher order polynomials topthe %'

degree. For all these methods to be implementeel,command

was usedpolyfit) inside a for loop that changed the order of the

fitted polynomial in each iteration.

In the experiments, the platform and the conditiohgxecution
(CPU load) were kept the same. This is a simpleaggh, but the
main focus was to validate the framework Fromabguired data
set, about 70% was used for the creation of thetimms and the
remaining 30% was used for the validation of eadtthad’s

accuracy. Automated division in the required subsks is
performed through the Octave commanbset.

5.2 Results

The results from the applied methods appear infofiewing
table (Table 1). In this, all the aforementionediations are
presented, along with the mean absolute error hadraximum
absolute error of estimation.

Method Mean Max Absolut
Absolute Error of
Error of estimation
estimatio (%)
n (%)
Linear 10.46 20.97
Quadratic 27.84 91.64
Cubic 8.11 14.84
4th degree 8.16 13.01
polynomial
5th degree 15.4 42.51
polynomial
Multivariate 155 34.5
Linear
Regression
(outliers
removed)

Tablel: Comparative resultsof function approximation
techniques

For higher order polynomials the results deteremtaand were
similar to the ones for the quadratic case ofrfiftiln Figure 6, a
graphical representation of the % error of eachhotor every
validation case is presented.

Percent Error of all methods

Percent Error
k2
—
|

-40 + ,
i
—— Quadratic
B0 Cubic
4th Order
80 -+ ——5th Order .
—— Multivariate Regression

Validation Cases

Figure6: Comparative graphs of the different methodsin
termsof % error

While the end estimation results are not the prjneancern, the
performance of the cubic and' degree polynomials is promising,
as a low-cost, easy to implement method. In anye,célse
framework was able to extract the necessary matessigh very
small octave scripts. These scripts at any time beageplaced by
more sophisticated algorithms and methods, witladfecting the
remaining components.

6. Conclusions

In this paper we have presented a service orienaeadework for
implementing Octave based performance predictiothoaks. This
framework can be applied in a real life productimvironment, in
order to aid in the SLA negotiation process betweensumers
and service providers in SOls. In this context fmveposed
framework is generic and loosely coupled, so thaarey time
specific layers can be removed and replaced by radwanced
ones. The performance estimation methods have feelerted to
Octave level scripts, a fact that aids in abstactihe service
oriented aspects from the actual estimation presess

For the future, one goal to pursue is to implenmeate advanced
methods through Octave scripts and test their paeoce in the
service oriented context. Furthermore, due to dgleethat now the
methods can be applied easily and that Octavesofféarge set of
statistical tools, the combination of different tmeds for the
improvement of the overall estimation is worth istigating.

Concluding, SOls have not yet adopted a speciffraach for
performance estimation and modeling although a et
approaches have been presented in the researchuciiyinin
that rationale and based on the reviewed literathe essence of
such mechanisms is shown, the ease of use ancparetion of
which is considered to be of major importance féicient service
provisioning.
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