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Abstract

In this paper, we investigate the Barcode open-
source system (OSS) using one of Weiser’s original
slice-based metrics (Tightness) as a basis. In previous
work, low numerical values of this slice-based metric
were found to indicate fault-free (as opposed to fault-
prone) functions. In the same work, we deliberately
excluded from our analysis a category comprising 221
of the 775 observations representing ‘inconclusive’ log
reports extracted from the OSS change logs. These
represented OSS change log descriptions where it was
not entirely clear whether a fault had occurred or not
in a function and, for that reason, could not
reasonably be incorporated into our analysis. In this
paper we present a methodology through which we can
draw conclusions about that category of report.

1. Introduction

The area of program slicing has developed into a
software engineering topic spawning a range of
research studies in a number of disciplines [4, 5, 6, 14,
15, 16, 21]. Program slicing has also been used as a
basis for measuring software cohesion and a notable set
of slice-based metrics for cohesion were first proposed
by Weiser in [20]. In previous work by the authors [7],
we explored whether two slice-based metrics
(Tightness and Overlap [20]) could tell us anything
about the propensity of functions to be fault-prone or
not. The Tightness metric showed some promise in its
ability to discriminate between fault-free and fault-
prone functions; we analyzed multiple versions of the
Barcode open-source system (OSS) on the basis of
those two metrics and found that low values of the
Tightness metric were indicative of fault-free functions.
In the same study however, we were obliged to omit
221 of the 775 reports manually extracted from
Barcode logs on the basis that they were deemed
‘inconclusive’. In other words, they suggested that a

fault may have occurred in the function’s code, but we
could not say with any certainty that this was actually
the case. In this paper, we provide an analysis of the
‘inconclusive’ category and pose the question: can
statistical analysis and the earlier finding related to
Tightness help us assess whether this category was
more indicative of fault-prone rather than fault-free
functions?

2. Preliminaries
2.1. Metric definition

The metric that we explore in this paper
(Tightness) was originally proposed by Weiser [20]
and in this paper we use the same formal definition of
the metric. Before defining that metric, and in common
with our earlier work [7], we first describe the
necessary formal underpinnings of a slice’s
components proposed by Ott and Thuss [17, 18] (and
which we adopt in this paper). We denote a set of
variables used by a function K as VK and Vz as the
subset of VK representing output (return), input, global
and printf variables (i.e. variables used in printf
statements. K represents a program ‘function’, defined
as a unit of code under consideration. We further note
that in the OO paradigm, this would equate to a class,
the level at which OO cohesion metrics have tended to
be applied in past studies [1, 8, 9, 11]. We denote a
slice SLi as that obtained for vi �Vz and SLint as the
intersection of SLi over all vi � Vz.

Tightness(K) =
)(
|| int

Klength
SL

Tightness measures the extent of interaction between
the slices of a function.
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2.2. Metric/fault extraction

The CodeSurfer tool [10] was used to extract the
Tightness metric from multiple versions of Barcode, an
OSS written in C for processing barcode data. Nineteen
versions of Barcode were studied as part of our
analysis. Fault data was extracted manually using the
on-line report logs of the system by two researchers.
Henceforward, we describe functions that contain at
least one fault in any single version as ‘fault-prone’ and
those that contained zero faults (in any single version
up until the current date) as ‘fault-free’. Initially, and as
reported in [7], the dataset was partitioned into just
these two categories. However, in that previous work,
221 of the 775 functions had to be classed as
‘inconclusive’.

3. Tightness metric

The focus of the paper is to explore one key
research question, based on the three categories
extracted from Barcode: Do the characteristics of the
inconclusive category for the Tightness metric have a
greater similarity with fault-prone or fault-free
functions (or neither)? In the previous study [7], low
values of Tightness were found to be indicative of
fault-free functions. Preliminary scrutiny of the
inconclusive data revealed a disproportionately large
number of high Tightness values in that category. On
that basis, there is reason to suspect that the
inconclusive category tends more towards fault-prone
functions. In this paper, we explore that possibility
further.

3.1. Summary data

Table 1 contains the summary data (number of
functions (N) in each category, mean, maximum,
minimum, standard deviation (SD) and median) for the
Tightness metric for all functions in the three
categories (fault-prone, fault-free and inconclusive).

Table 1. Summary data for Tightness

Tightness N Mean Max Min SD Med.
Fault-prone 372 0.38 1.00 0 0.37 0.28
Fault-free 150 0.32 0.99 0 0.32 0.21
Inconclusive 221 0.36 0.99 0.02 0.28 0.33

A noticeable trend from Table 1 is the relative
closeness of the inconclusive values to the fault-prone
values. The mean for inconclusive values is 0.36,
which is closer to that of the mean for the set of fault-
prone functions by 0.02. The most revealing statistic is
that for the median for inconclusive values (it is 0.12
above that of fault-free functions, but only 0.05 above
that of the fault-prone function values). Tentatively, it
would seem that values in the inconclusive category are
more similar to fault-prone than fault-free functions.

3.2. Inconclusive values and Tightness

Figure 1 shows the values of the Tightness metric
for inconclusive functions (in the form of a scatter
plot). The relatively fewer values in the range 0-6 –
1.00 compared with those in the lower ranges (0-0.599)
is evident from the figure. Small ‘pockets’ of values are
also noticeable in the 0.2-0.4 range. Table 2 shows the
breakdown of the frequencies and the percentage of
values in each category.
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Figure 1. Tightness values (inconclusive
functions)

Table 2 shows that the majority of Tightness values are
in the lower range of the Tightness metric. In fact,
inconclusive values tend to occur in the range 0.2-0.4.
This is where the similarity between fault-prone and
inconclusive functions is found to be strongest (median
values in Table 1 are 0.28 and 0.33, respectively). The
low number of overall values in the range 0.60-1.00 in
the three categories is reflective of the fact that in most
industrial systems intersection of variable usage is
invariably small. Barcode is no exception in this sense.
By definition, if the SLint value is low, then the
Tightness metric value will be low also.
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Table 2. Frequency of Tightness values (inconclusive)

Range/Category Total 0 – 0.199 0.2– 0.399 0.4– 0.599 0.6-0.799 0.8-1.00

Fault-prone 372 172 (46.24%) 65 (17.47%) 55 (14.78%) 26 (6.99%) 54 (14.52%)

Fault-free 150 63 (42.00%) 24 (16.0%) 19 (12.67%) 2 (1.33%) 42 (28.0%)

Inconclusive 221 65 (29.41%) 69 (31.22%) 52 (23.53%) 11 (4.98%) 24 (10.86%)

In the spirit of the discussion in the previous section,
sound software engineering practice for achieving high
cohesion and low fault-proneness would suggest a high
intersection of variables (i.e., all variables use each
other frequently). This is certainly in keeping with the
contemporary view of high cohesion according to both
the LCOM and CAMC metrics [1, 9, 12]. It is of note
therefore that the highest percentage of values
reflecting this characteristic of functions (0.8-1.00
category from Table 2) does actually belong to the
fault-free functions (42 functions, representing 28.0%).
That said, we believe that there is a mismatch between
theory and practice. We suggest that what the
contemporary view of cohesion does not take into
consideration is that high interaction of variables which
contributes positively to the ideal cohesion value in the
cases of LCOM and CAMC, also increases the
complexity of a function, the need to untangle the logic
of such a function and hence increase the potential for
faults. High cohesion in a function according to current
thinking and definitions does not necessarily mean that
the function will be less liable to faults. It might
actually mean the reverse.

3.3 Fault-prone versus fault-free

Figure 2 shows the relationship between fault-free
and inconclusive functions and shows very little
relationship between the two sets of Tightness values.
The R2 (Pearson’s parametric coefficient) value is just
0.02 (rounded).

Figure 3 shows the scatter plot for the fault-prone
functions and shows a stronger relationship between
the inconclusive and fault-free set of functions. The
Pearson’s R2 value in this case is 0.14, significant at the
1% level (two tailed test) [19]. The result tentatively
supports the view that the set of inconclusive functions
has more similarity with fault-prone functions than it
does with fault-free functions.
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Figure 2. Inconclusive versus fault-free
(Tightness)
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Figure 3. Inconclusive vs. fault-prone
(Tightness)

3.4. Statistical support

To support our analysis, we correlated the category
of inconclusive values against fault-prone and then
fault-free functions using Spearman’s and Kendall’s,
non-parametric, correlation coefficients. The
correlation between fault-prone and Spearman’s rank
correlation coefficient was 0.22 (significant at the 1%
level); Kendall’s coefficient was 0.17, also significant
at the 1% level. On the other hand, for the correlation
between fault-free and inconclusive values, Spearman’s
coefficient was only -0.03 and Kendall’s -0.03, neither
of which were significant. Correlation therefore
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supports the view that the inconclusive category is
more strongly related to the fault-prone category and
what is more correlated significantly.

4. Conclusions and future work

The relevance to a developer of the research
presented is that, based on the evidence, they should
minimise the number of variables (but more
importantly the interactions) in a function so as to
obtain simple functions; by doing that, (according to
our analysis) we believe this will lead to low values of
the Tightness metric and less likelihood of a fault in
that function. They should accompany as few variables
as possible with keeping their functions small in size.

Future work will focus on extending the empirical
study to other systems and to compare the results with
other cohesion metrics for which have the data (e.g.,
the NHD of Counsell et al. [11] and the remaining
metrics from the set originally proposed by Weiser
[20]). Finally, it would be interesting to see how the
values of the Tightness metric change in the presence
of an active re-engineering or refactoring strategy [13].
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