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Abstract—Rapid adoption of cloud services in recent years has
been driven by multiple factors, such as faster time-to-market and
improved scalability enabled by public cIouJ infrastructure.
Hybrid clouds, combining the in-house capacities with on-demand
capacity of public clouds, achieve both the increased utilization
rate of the in-house infrastructure and the Iimited use of more
expensive public cloud, thereby Iowering the total costs for the
cloud user. In this paper, an analytical model of hybrid cloud costs
is introduced, wherein the costs of computing and data
communication are taken into account. Using this model, the cost
efficient division of the computing capacity between the private
and the public portion of a hybrid ctoud can be identified. By
analyzing the model, it is shown analytically that the greater the
volume of data transferred tolfrom the public cloud, the greater
portion of the capacity should he allocated to the private cloud.

Keyvords-hybrid c(oud; cosl inode!; data coln,nunications cost

1. INTRODUCTION

Cloud computing represents a state-of-the-art “computing
as a service” paradigm, where the configurable computing
resources are pooled and shared among multiple users and are
efficiently provisioned to them on-demand through a
broadband network access [1]. The deployment of cloud
services promises enterprises a number of benefits, such as
faster time to market and improved scalability [2], as weIl as
cost benefits in terms of lower start-up andlor operations costs
[3][4]. Owing to these promises, the cloud services are adopted
rapidly: according to Gartner, the market for cloud services
exceeded $46 billion in 2009 and will reach $150 billion by
2013 [5].

Four modes of cloud deployment can be recognized [1]:
private, community, public, and hybrid. A private cloud is
operated by a single organization itself, whereas a coinmunity
cloud is shared and jointly operated by several organizations.
These two deployment options are justified either when the
computing needs are large or when the demand is relatively
fiat. In contrast, a public cloud is operated by an independent
cloud service provider; this mode is attractive e.g. to small user
organizations, which are able to avoid large up-frond IT
investments. A hybrid cloud represents a combination of a
public cloud with the organization’s private cloud and is aimed
at efficient distribution of the load among the clouds.

By supplementing the local infrastructure with computing
capacity from a public cloud, the hybrid cloud enabies
organizations to increase the utilization of their reduced IT
infrastnicture and thereby reduce their IT costs. As argued by
Weinman [3], a hybrid cloud is ofien more cost-efflcient than
the private cloud, since the high premium charged by the
public cloud provider is compensated by the relatively short

duration of the Ioad peaks when the public cloud is utilized.
Furthermore, it is shown in [3] that when a load is uniforrnly
distributed between zero and maximum during an observed
time period, the cost-optimum portion of the public cloud load
is the inverse of the premium charged by the cloud service
provider. The cost-optimal load distribution found in [3]
assumes that only the computing capacity is charged for by the
cloud service provider, and no other costs affect the analysis.
This is not the case, however, in many data-intensive
applications, where a significant volume of data needs to be
transferred to/from the cloud, thereby incurring data
communication costs.

The claim on cost-efficiency of the hybrid cloud is partially
confirmed in [6], where the conclusion made is that the usage
of a computing grid infrastructure is economically
advantageous when the demand for computing exhibit
infrequent (once every several month) peaks that can be
covered with grid capacities. Ref. [7] focuses on the cost
efficient mix of internal and external computing resources in a
hybrid cloud; in the proposed approach, individual applications
are assigned to either intemal or external resources using
mixed-integer programming. Based on the simulation results,
the authors find that off-loading peak demand to the cloud may
not bring any cost-benefits to the clients, though the authors
acknowledge the preliminary nature of the findings and suggest
the need for further research in this direction.

The phenomena related to the concurrent use of in-house
and external capacity — namely, tapered integration [8], plural
govemance [9], concurrent sourcing [10] — has been studied in
the strategic management literature; see [11] for a
comprehensive review. It was found that in the markets
characterized by demand uncertainty, the risk of diseconomies
of scale due to unutilized excessive capacity may he mitigated
by scaling down intemal capacity, and supplementing it during
peak demand with the externally acquired capacity [9] [12].
However, the efficient concurrent use of in-house and on
demand computing capacity was not addressed in these studies.

This paper aims at addressing the issue of efficient division
of the load between the private and the public portion of a
hybrid cloud. An analytical model of hybrid cloud costs is
introduced in the paper, wherein the costs of computing and
data communication are taken into account. Using the model,
the cost-optimal load division can he identified, as exemplified
for the case of demand uniformly distributed between zero and
maximum. It is shown analytically that, given an arhitrary
demand distribution, the presence of data communication costs
shifts the cost-optimal division towards the private cloud, i.e.
the greater the data communication volume, the greater portion
of the demand should be allocated to the private cloud.

A final draft version of the paper: Mazhelis, 0. and Tyrväinen, P., “Role of Data Communications
in Hybrid Cloud Costs,” in Biffl, s., Koivuluoma, M., Abrahamsson, P., and Oivo, M. (Eds.)
SEAA2O1I, Proc. of the 37th EUROMICRO Conference on Software Engineering and
Advanced Applications, IEEE Computer Society, 2011. pp.I38-I45.
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The remainder of the paper is organized as follows. In the 
next section, a simplified architectural description of a hybrid 
cloud is provided, the relevant costs are defined, and the 
assumptions made are listed. The analytical model is 
introduced in Section 3. Numerical experiments illustrating the 
effect of data communication costs are described in Section 4. 
Finally, conclusions to the paper are given in Section 5. 

II. HYBRID CLOUD 

Consider the case of a hybrid cloud, where a private and the 
public clouds are used in combination by an organization in 
order to provide service(s) to its customers. Let us assume that 
a portion of the organization’s software can be deployed in a 
cloud, either private or public, while the other software 
subsystems, e.g. legacy subsystems, applications with strict 
performance requirements, or subsystems dealing with highly 
confidential data, have to be deployed in-house either using a 
traditional IT infrastructure or a private cloud. Thus, the overall 
software system architecture can be decomposed into three 
subsystems: 

 The open subsystems provided by the public cloud; 
 The open subsystems provided by the private cloud;  
 The closed subsystems.  
This decomposition is depicted in Fig. 1. The term of open 

subsystem is employed in order to emphasize the fact that the 
subsystems’ deployment is not tied to the in-house 
infrastructure and can easily be changed from private to public 
cloud and back, depending on the day-to-day management 
decisions. On the other hand, the closed subsystems are to be 
deployed in-house for the observable future. 

Let us assume that the open subsystems are responsible for 
(a part of) information exchange with the customers, and 
instantiated e.g. in a form of a web-portal, a content-
distribution server, etc. Furthermore, let us assume that the 
interaction between the service side and the customer side 
requires substantial volume of data to be transferred, as 
depicted in the figure by using bold arrows. 

The proposed model is focused on the costs related to the 
open subsystems, with the purpose to identify the distribution 
of open subsystems between the private and the public cloud 
which would minimize the costs. The costs of closed 
subsystems do not depend on how the open subsystems are 
distributed, and therefore their costs are not taken into account 
when seeking the cost-optimal private-public cloud 
distribution.  

Thus, only the costs of open subsystems (private and public 
cloud) are analyzed. Two cost components are considered: 

 The costs of computing capacity, such as hardware, 
software, and data storage; and 

 Data communications costs.  
These costs depend on whether the required capacity is 

acquired (private cloud) or utilized on a pay-per-use basis 
(public cloud): the cost of private cloud subsystems is constant 
whether the capacity is used or not, whereas the cost of public 
cloud depends on the volume of used capacity. If there are 
peaks in the demand for a resource and if this demand needs to 
be satisfied without a delay, then the use of the private cloud 
often leads to over-provisioning and under-utilized resources. 

Similarly to [3], the following assumptions are made: 
 Public cloud capacity is paid for only when used;  
 The unit cost of private and public cloud resources do 

not change with time nor with the volume of demand; 
 The other costs are either insignificant or do not 

depend on whether private or public cloud is used; and 
 The demand for the resources must be served without a 

delay. 
As opposite to [3], however, the data communication costs 

are not ignored in our model. As will be shown in the next 
section, their presence may have a significant effect on the 
overall costs and the optimal distribution between the private 
and the public cloud. 

III. ESTIMATING THE DATA COMMUNICATION COSTS IN A 

HYBRID CLOUD 

In this section, the costs of open subsystems are estimated, 
and the effect of data communication on these costs is 
analyzed.   

A. The Costs of Open Subsystems 

The costs of open subsystems are comprised of the costs of 
computing-related resources and the data communication costs, 
incurred both on the private and the public cloud sides:  

 ܥ ൌ Cܥ ൅ ܥ 

where 
 ܥC is the total cost of computing capacity (C) incurred; 
 ܥB  is the cost of communication bandwidth (B) 

incurred. 
These two costs can be decomposed into the costs incurred 

due to private and public clouds: 

 Cܥ ൌ COܥ ൅ CC,ܥ 
 Bܥ ൌ BOܥ ൅ BCܥ 

Figure 1.  System decomposition according to the subsystem deployment 
forms 
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where 
 ܥCO is the cost of computing capacity incurred with the 

private (O, own) cloud; 
 ܥCC is the cost of computing capacity incurred with the 

public cloud (C); 
 ܥBO is the cost of data communication incurred due to 

transferring the data to/from the private cloud; 
 ܥBC is the cost of data communication incurred due to 

transferring the data to/from the public cloud. 
Let ݌CO, ݌CC, ݌BO, and ݌BC denote the price of a unit of the 

private cloud computing capacity, the public cloud computing 
capacity, the private cloud data communication capacity, and 
the public cloud data communication capacity, respectively.  

Let us assume that, whenever a unit of computing capacity 
is demanded from the service, also ݇O (݇C) units of data are 
transferred between the private (public) cloud and the 
customers of the service. Furthermore, let us assume that the 
volume of traffic transferred between the organization and the 
public cloud is proportional, with coefficient 0 ൏ ߩ ൏ 1, to the 
volume of the traffic between the public cloud and the 
customers (cf. Fig. 1). Having denoted the cumulative acquired 
private and public cloud computing capacity over time period 
ܶ as ܮCO and ܮCC respectively, it follows that:  

 ܮBO ൌ ݇OܮCO of data is transferred between the private 
cloud and the customers; 

 ܮBC ൌ ݇CܮCC of data is transferred between the public 
cloud and the customers; and 

 ܮBOC ൌ BCܮߩ ൌ  CC of data is transferred betweenܮC݇ߩ
the organization and the public cloud. 

Then, the total volume of data transferred to/from the 
private cloud is  

BOܮ  ൅ BOCܮ ൌ ݇OܮCO ൅ CCܮC݇ߩ 

and the total volume of data transferred to/from the public 
cloud is 

 BCܮ ൅ BOCܮ ൌ ݇CܮCC ൅ CCܮC݇ߩ 

Now the costs can be rewritten as: 

ܥ  ൌ COܮCO݌ ൅   CCܮCC݌
 ൅ ݌BOሺ݇OܮCO൅݇ߩCܮCCሻ൅݌BCሺ݇CܮCC൅݇ߩCܮCCሻ 

Let us assume for simplicity that ݇O ൌ ݇C ൌ ݇, and that the 
unit prices of capacity in the private cloud is less or equally 
expensive than in the public clouds [13]. The higher unit price 
of a public cloud can be partly attributed the margins added by 
the cloud provider on top of its costs. Thus, 

 CC݌ ൌ CO  ,݌ݑ  
 BC݌ ൌ ,݌ݑ 

where ݑ ൒ 1. Then, eq. (5) can be rewritten as 

 ܥ ൌ COܮCO݌ ൅ CCܮCO݌ݑ ൅ COܮBOሺ݇݌ ൅ CCሻܮ݇ߩ 
 ൅ ݌ݑBOሺ݇ܮCC ൅   CCሻܮ݇ߩ
 ൌ ሺ݌CO ൅ COܮBO݇ሻ݌ ൅ ൫݌ݑCO ൅ ݇ߩBO݌ ൅ BO݇ሺ1݌ݑ ൅   CCܮሻ൯ߩ
 ൌ ሺ݌CO ൅ COܮBO݇ሻ݌ ൅ CO݌ݑൣ ൅ ߩBO݇൫݌ ൅ ሺ1ݑ ൅   CCܮሻ൯൧ߩ
 ൌ ሺpCO ൅ COܮBO݇ሻ݌ ൅ CO݌ݑൣ ൅ ݑBO݇൫݌ ൅ ሺ1ߩ ൅ CC.ܮሻ൯൧ݑ 

The unit prices ݌CO and ݌BO , as well as ݑ can be seen as 
constants whose values are estimated by consulting public 
cloud providers’ price lists (for public cloud) or by estimating 
the acquisition and operations costs over the depreciation 
period (for the private cloud).  

The estimation of acquired capacity differs for the public 
and the private cloud. For the private cloud, the acquired 
capacity has a fixed cost whether or not it is used, and it 
represents the product of the maximum expected demand and 
the time. Let ܦ denote the maximum demand for computing 
capacity, and let ݍ  denote the portion of that demand to be 
provided with the private cloud. Then, the acquired private 
cloud computing capacity is: 

 COܮ ൌ ܶܦݍ 

For the public cloud, on the other hand, the cost of acquired 
capacity is proportional to the amount of capacity used, and 
hence it depends on the characteristics of the demand curve. 
Therefore, in order to estimate ܮCC, the demand curve needs to 
be analyzed.  

Let us consider the demand curve ݀ሺݐሻ indicating how the 
demand for computing capacity changes with time. Whereas 
the realistic demand curve may have multiple peaks, for the 
purpose of the analysis it is rearranged, by sorting the data 
points in ascending order, to become a monotonically non-
decreasing curve (assumption 2 enables that), as shown in 
Fig. 2. Furthermore, for the sake of simplifying the analysis, let 
us assume that the rearranged demand curve is monotonically 
increasing. 

Since the demand up to ܦݍ is served with the private cloud, 
the demand for the public cloud capacity is:  

 ݀Cሺݐሻ ൌ ൜
0,   if ݀ሺݐሻ ൑ ,ܦݍ

݀ሺݐሻ െ .otherwise  ,ܦݍ
 

Figure 2.  Demand curve rearranged to be monotonically non-decreasing  



The acquired public cloud computing capacity can then be 
estimated as 

 CCܮ ൌ ׬ ݀Cሺݐሻ dݐ
்

଴
ൌ ׬ ݀Cሺݐሻ dݐ

்
௧బ

, 

and the equation (7) can be rewritten as  

 ܥ ൌ ሺ݌CO ൅ ܶܦݍ BO݇ሻ݌ ൅  
CO݌ݑൣ  ൅ ݑBO݇൫݌ ൅ ሺ1ߩ ൅ ሻ൯൧ݑ ׬ ݀Cሺݐሻ dݐ

்
௧బ

. 

B. Analyzing the Effect of Data Communication Costs 

According to Equation (11) above, the cost of open 
subsystems is a function of the acquired computing capacity, 
both in the private and in the public cloud, which in turn 
depends on the distribution of the capacity between the private 
and the public cloud, as regulated by the value of ݍ. 
Furthermore, the open subsystem cost depends on i) how 
intensive communication occurs between the system and its 
customers, as reflected in the value of ݇ ; and on ii) how 
intensive interaction is needed between the private and public 
subsystems, as reflected in the value of ߩ.  

Proposition 1: The cost of open subsystems in the hybrid 
cloud increases, as the data communication intensity grows.  

Proof: The correctness of this proposition can be easily 
shown by taking partial derivatives of ܥ with respect to ݇ and 
ߩ  which reflect the data communication intensity of the 
service:  

 
డ஼

డ௞
ൌ ܶܦݍBO݌ ൅ ݑBO൫݌ ൅ ሺ1ߩ ൅ ሻ൯ݑ ׬ ݀Cሺݐሻ dݐ

்
௧బ

൐ 0; 

 డ஼

డఘ
ൌ BO݇ሺ1݌ ൅ ሻݑ ׬ ݀Cሺݐሻ dݐ

்
௧బ

൐ 0. 

As could be seen, provided the price of data communication 
capacity is non-zero (݌BO ൐ 0), and provided that at least some 
of the capacity is acquired from the public cloud (ݐ଴ ൏ ܶ), the 
values of the partial derivatives in (12) and (13) are positive. 
Therefore, the costs increase as ݇ and ߩ values grow.  

If only the private cloud capacity is used, then ݐ଴ ൌ ܶ and 

hence 
డ஼

డఘ
ൌ 0. This reflects the fact that no data communication 

between the organization and the public cloud takes place, and 
hence such communication has no effect on the open 
subsystem costs. 

Proposition 2: If ݑ ൐ 1 , then a hybrid cloud may have 
lower costs than the costs of purely private cloud or purely 
public cloud solution. 

Proof: Let us find the value of ݍ minimizing the costs of 
the open subsystems. The partial derivative of  ܥ with respect 
to ݍ is: 

 
డ஼

డ௤
ൌ ሺ݌CO ൅   ܶܦ BO݇ሻ݌

 ൅ൣ݌ݑCO ൅ ݑBO݇൫݌ ൅ ሺ1ߩ ൅ ሻ൯൧ݑ
డ

డ௤
CC. ܮ

Let ݐCሺ݀ሻ denote the inverse function of ݀ሺݐሻ. Let us also 
define function ߬Cሺ݀ሻ: 

 ߬Cሺ݀ሻ ൌ ܶ െ Cሺ݀ሻ ݐ

In fact, the value of ߬Cሺ݀଴ሻ, where ݀଴ ൌ  indicates the ,ܦݍ
time of using the public cloud capacity given the value of ݍ. 
Then, the acquired public cloud computing capacity ܮCC can be 
evaluated by integrating over ݀: 

 CCܮ ൌ ׬ ߬Cሺ݀ሻ d݀
஽

ௗబ
.  

Let ܨሺ݀ሻ be an anti-derivative of ߬Cሺ݀ሻ. Then,   

 CCܮ ൌ ׬ ߬Cሺ݀ሻ d݀
஽

ௗబ
ൌ ሻܦሺܨ െ ሺ݀଴ሻ.ܨ 

Note that ܨሺܦሻ  is independent of ݍ , whereas ܨሺ݀଴ሻ 
depends on ݍ, since ݀଴ is a function on ݍ. Therefore, 

 డ

డ௤
CCܮ ൌ

డ

డ௤
ቀ׬ ߬Cሺ݀ሻ d݀

஽
ௗబ

ቁ ൌ
డ

డ௤
ሻܦሺܨ െ

డ

డ௤
  ሺ݀଴ሻܨ

  ൌ െ డ

డ௤
ሺ݀଴ሻܨ ൌ െ డிሺௗబሻ

డௗ

డௗ

డ௤
ൌ െ߬Cሺ݀଴ሻ ܦ.  

Thus, 

 డ஼

డ௤
ൌ ሺ݌CO ൅   ܶܦ BO݇ሻ݌

  െൣ݌ݑCO ൅ ݑBO݇൫݌ ൅ ሺ1ߩ ൅   .ܦሻ൯൧ ߬Cሺ݀଴ሻݑ

The second derivative is: 

 
డమ஼

డ௤మ ൌ െൣ݌ݑCO ൅ ݑBO݇൫݌ ൅ ሺ1ߩ ൅ డ ܦሻ൯൧ݑ

డ௤
߬Cሺ݀଴ሻ ൌ 

  ൌ െൣ݌ݑCO ൅ ݑBO݇൫݌ ൅ ሺ1ߩ ൅ డఛCሺௗబሻ ܦሻ൯൧ݑ

డௗ

డௗ

డ௤
ൌ 

  ൌ െൣ݌ݑCO ൅ ݑBO݇൫݌ ൅ ሺ1ߩ ൅ ଶܦሻ൯൧ݑ  డఛCሺௗబሻ

డௗ
.  

Recall that ݐCሺ݀ሻ is inverse function of ݀ሺݐሻ; furthermore, 
݀ሺݐሻ  is monotonically increasing. According to the inverse 
function theorem, for the domain where ݀ሺݐሻ is increasing, it 
holds that  

 
డ

డௗ
Cሺ݀ሻݐ ൌ ଵ

ങ
ങ೟ௗሺ௧ሻ

.  

Since ݀ሺݐሻ  is increasing in this domain, it follows that 
డ

డ௧
݀ሺݐሻ ൐ 0, and hence 

డ

డௗ
Cሺ݀ሻݐ ൐ 0. From here, we get: 

 
డ

డௗ
߬Cሺ݀଴ሻ ൌ డ

డௗ
൫ܶ െ Cሺ݀଴ሻ൯ݐ ൌ െ డ

డௗ
Cሺ݀଴ሻݐ ൏ 0.  

Thus, it follows that the second derivative is positive: 

 
డమ஼

డ௤మ ൐ 0. 



Since 
డమ஼

డ௤మ is positive, it follows that, if there is a value of 

minݍ א ሾ0,1ሿ such that the first derivative 
డ஼ሺ௤minሻ

డ௤
 equals 0, then 

 .i.e ,ܥ min minimizesݍ

 డ஼ሺ௤minሻ

డ௤
ൌ ሺ݌CO ൅   ܶܦ BO݇ሻ݌

  െൣ݌ݑCO ൅ ݑBO݇൫݌ ൅ ሺ1ߩ ൅ ܦሻ൯൧߬Cሺ݀଴ሻݑ ൌ 0.  

Observing, that ߬C is also a function of ݍ, we obtain: 

 ߬Cሺ݀଴; minሻݍ ൌ
ሺ௣COା௣BO௞ሻ ்

௨௣COା௣BO௞൫௨ାఘሺଵା௨ሻ൯
.  

By solving (25), the value of ݍmin can be found. If ݑ ൐ 1 
and prices are positive, it follows that 

0 ൏ ௣COା௣BO௞ 

௨௣COା௣BO௞൫௨ାఘሺଵା௨ሻ൯
൏ 1, and hence 0 ൏ ߬Cሺ݀଴; minሻݍ ൏ ܶ. 

According to (22), ߬Cሺݍሻ is monotonically decreasing function 
in the domain ሺ0,1ሻ, and its values are within the region ሺ0, ܶሻ. 
Therefore, there exists a value ݍmin א ሺ0,1ሻ satisfying (25), i.e. 
a hybrid solution has lower costs than purely private cloud 
ݍ) ൌ 1) or purely public cloud (ݍ ൌ 0) solution, q.e.d.  

Corollary. In the absence of data communication costs 
(݇ ൌ 0), eq. (25) can be rewritten as: 

 
ఛCሺௗబ;௤minሻ

்
ൌ ௣CO 

௨௣CO
ൌ ଵ 

௨
.  

Thus, the portion of the time when public cloud is used 
should be the inverse of the premium charged by the cloud 
software vendor.  This is in line with [3] where it was shown 
that in the absence of data communication costs, and for the 
uniformly distributed demand, the cost-optimal portion of 
public cloud capacity 1 െ  Indeed, for .ݑ min is the inverse ofݍ
the uniformly distributed demand,  

 ߬Cሺ݀଴; minሻݍ ൌ ܶሺ1 െ  minሻ. ݍ

If ݇ ൌ 0, then the equation (25) simplifies to 

 ܶሺ1 െ minሻݍ ൌ ௣CO்

௨௣CO
.  

It follows that 1 െ minݍ ൌ 1 ൗݑ , as in [3]. Note that 
according to this corollary, the regularity represented by (26) 
holds for the generic case of arbitrary monotonically increasing 
demand function, whereas only a special case of uniformly 
distributed demand was considered in [3]. 

Proposition 3: The greater the data communication 
intensity of the service, as indicated by ݇  and ߩ , the more 
private cloud capacity should be acquired.  

Proof: Let ܳሺ߬Cሻ be the inverse function of ߬Cሺ݀଴;   .ሻ, i.eݍ

ݍ  ൌ ܳሺ߬Cሻ.  

Recall that from (24), the value of ݍ minimizing ܥ can be 
found. By substituting (29) into (25) we can express the value 
of ݍmin as 

minݍ  ൌ ܳሺ߬Cሻ ൌ ܳ ൬
ሺ௣COା௣BO௞ሻ ்

௨௣COା௣BO௞൫௨ାఘሺଵା௨ሻ൯
൰.  

Let us consider how ݍmin  (and hence ܳ ) depends on ݇ . 
Using chain rule: 

 
డொ

డ௞
ൌ డொ

డఛC

డఛC

డ௞
.  

By using the inverse function theorem, and applying the 
chain rule, we obtain 

 డொ

డఛC
ൌ ଵ

డఛC
డ௤ൗ

ൌ ଵ
ങഓC
ങ೏

ങ೏
ങ೜

.  

Since 
డఛC

డௗ
൏ 0  (according to (22)) and since 

డௗ

డ௤
ൌ ܦ , it 

follows that 
డொ

డఛC
൏ 0.  

By taking partial derivatives from both sides of (25) we 
obtain: 

 డఛC

డ௞
ൌ

డ

డ௞
൬

ሺ௣COା௣BO௞ሻ ்

௨௣COା௣BO௞൫௨ାఘሺଵା௨ሻ൯
൰  

  ൌ െ  ௣BO௣CO்ఘሺଵା௨ሻ

ൣ௨௣COା௣BO௞൫௨ାఘሺଵା௨ሻ൯൧
మ ൏ 0.  

Thus, 
డொ

డఛC
൏ 0 and 

డఛC

డ௞
൏ 0. Since both terms in the RHS 

of (31) are negative, their product is positive, i.e. 
డொ

డ௞
൐ 0 , 

implying that ݍmin increases as ݇ grows.  
Similarly, the dependence of ݍmin (and hence ܳ) on ߩ can 

be investigated. Using the chain rule: 

 డொ

డఘ
ൌ డொ

డఛC

డఛC

డఘ
.  

By taking partial derivatives from both sides of (25) we 
obtain: 

 డఛC

డఘ
ൌ డ

డఘ
൬

ሺ௣COା௣BO௞ሻ ் 

௨௣COା௣BO௞൫௨ାఘሺଵା௨ሻ൯
൰  

  ൌ െ  ሺ௣COା௣BO௞ሻ ் ௣BO௞ሺଵା௨ሻ

ൣ௨௣COା௣BO௞൫௨ାఘሺଵା௨ሻ൯൧
మ ൏ 0.  

Thus, 
డொ

డఛC
൏ 0 and 

డఛC

డఘ
൏ 0. Since both terms in the RHS 

of (34) are negative, their product is positive, i.e. 
డொ

డఘ
൐ 0 . 

Hence, ݍmin increases as ߩ grows.  
Above, it has been shown that ݍmin increases with either ݇ 

or ߩ. This suggests that, the greater the values of ݇ or ߩ, the 
greater portion of the capacity should be allocated to the 
private cloud, q.e.d. 
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IV. NUMERICAL EXPERIMENTS 

In this section, some numerical examples are provided, 
wherein the effect of varying intensity of data communication 
in a hybrid cloud-based service is modeled. These examples are 
aimed at illustrating how the intensity of data communication 
affects the costs of open subsystems, and in particular how it 
affects the cost-optimal distribution of acquired capacity 
among the private and the public clouds.  

An imaginary case of a hybrid cloud-based service is 
considered, where the service provisioning to the customers 
requires both computational resources and some data 
communication overheads. The computing requirements are 
assumed to be fully satisfied by the equivalent of 20 Amazon 
EC2 small instances [14], though this number may be changed 
without inflicting significant changes on the results of the 
experiments. A linear demand curve is assumed, i.e. the demand 
is uniformly distributed between zero and ܦ  as illustrated in 
Fig. 3. The use of linear demand curve, albeit unrealistic, 
enables easily finding the analytical solution to (25) and thereby 
helps in illustrating the proposed model; meanwhile, since the 
propositions in the previous section were shown to hold for an 
arbitrary monotonically non-decreasing demand distribution, the 
use of a more realistic demand distribution will not affect the 
results of the experiments. 

For uniform demand, the cumulative acquired public cloud 
computing capacity is ܮCC ൌ 1

2ൗ ሺ1ܶܦ െ ሻଶݍ . Therefore, eq. 
(11) can be rewritten as 

ܥ  ൌ ሺ݌CO ൅ ܶܦݍ BO݇ሻ݌ ൅ CO݌ݑൣ ൅ ݑBO݇൫݌ ൅ ሺ1ߩ ൅   ሻ൯൧ݑ
  ൈ 1

2ൗ ሺ1ܶܦ െ  ሻଶ. ݍ

The parameters in equation (36) are set the values as 
follows: 

 One-month period is considered, i.e. ܶ ൌ 24 ൈ 30 ൌ
720 (hours). 

 The computing demand is assumed to be fully satisfied 
with 20 Amazon EC2 small instances, i.e. ܦ ൌ 20. 

 The volume of data transfer is measured in GB, i.e. 
݇ ൌ 1 means that one working hour of a small EC2 
instance requires 1GB of data to be transferred 
between the public cloud and the customers.  

 Price of public cloud computing capacity is estimated 
based on the price of standard small on-demand EC2 
instance, located in EU, with Linux/UNIX): ݌CC ൌ
0.095 (USD/hour).  

 Price of public cloud data transfer is estimated based 
on the “Data Transfer Out” pricing of EC2 for US & 
EU Regions, with total amount not exceeding 
10TB/month: ݌BC ൌ 0.15 (USD/GB). 

 The price of public cloud capacity is provisionally 
assumed twice more expensive than that of the private 
cloud [13], i.e. ݑ ൌ 2.  Hence, ݌CO ൌ 0.0475  and 
BO݌ ൌ 0.075 . Note that ݑ  can be changed without 
affecting the results, as long as ݑ ൐ 1. 

The varying intensity of data communication is modeled by 
assigning different values of the coefficients ݇ and ߩ: the larger 
the coefficient value, the greater the intensity.  

In Fig. 4, the resulting costs of open subsystem are plotted 
as a function of the private cloud portion ݍ. In the left part, the 
plots for different values of ݇  are provided (the value of 
ߩ ൌ 0.2 is used). As could be seen, the costs grow as the value 
of ݇ increases. The value of ݍmin minimizing the costs (shown 
by vertical lines) shifts to the right, as ݇  increases, thus 
indicating that the greater the communication intensity, the 
more the private cloud capacity should be acquired. 
Furthermore, it can be shown that: 

 as ݇ ՜ ൅∞, ݍmin ՜ 1 െ ଵ

௨ାఘሺଵା௨ሻ
ൌ 0.6154.  

The costs’ dependency on the value of ߩ depicted in the 
right part of the figure, exhibits a similar pattern. Namely, the 
costs grow with the value of ߩ , and the value of ݍmin 
minimizing the costs shifts to the right, as ߩ increases. Thus, 
the figure indicates that the greater the communication 
intensity, the more the private cloud capacity should be 
acquired. It can be shown that:  

 as ߩ ՜ ൅∞, ݍmin ՜ 1,  

i.e. for larger values of ߩ , the capacity should be mainly 
allocated to the private cloud. Thus, for a linear demand curve, 
the data transfer between the organization and the public cloud 
has greater impact on the cost-optimal distribution of acquired 
capacity, than the communication between the open 
subsystems and the customers.  

V. SUMMARY AND CONCLUDING REMARKS 

Using a hybrid cloud, the organization’s in-house 
computing capacity can be complemented with the computing 
capacity of a public cloud. In order to minimize the costs of 
such a hybrid cloud, a balance between the acquired private 
and public cloud capacity should be found: the higher price of 
the public cloud capacity should be compensated by the 
relatively short duration of the time, when the public cloud is 
utilized. 

In this paper, the model for the hybrid cloud costs, 
encompassing the costs of computing and data communication, 
has been introduced. In the proposed model, the costs are 
modeled as a function of the portion of demand for computing 
capacity provided with the private cloud. Using the model, the 

Figure 3.  Uniformly distributed demand curve rearranged to be 
monotonically non-decreasing 



cost-optimal portion of private cloud computing capacity can 
be identified. Finding such optimal portion has been 
exemplified for the case of the demand uniformly distributed 
between zero and maximum levels.  

By analyzing the model, it has been analytically shown that 
i. The cost of open subsystems in the hybrid cloud 

increases with the intensity of data communication;  
ii. A hybrid cloud may have lower costs than a purely 

private cloud or a purely public cloud solution has; and  
iii. The presence of data communication costs shifts the 

cost-optimal division towards the private cloud, i.e. the 
greater the communication intensity, the more the 
private cloud capacity should be acquired.  

iv. Furthermore, it was also shown that, in the absence of 
data communication overheads, and given a 
monotonically increasing demand distribution 
function, the portion of the time when public cloud is 
used should be the inverse of the premium charged by 
the cloud infrastructure vendor.   

Numerical experiments were used to illustrate the effect of 
data communication costs for the case, when the demand for 
computing capacity is distributed uniformly. As manifested in 
the experiments, the data transfer – either between the 
organization and the public cloud, or between the 
private/public cloud and the customers – increase the cost-
optimal portion of computing capacity to be provided with the 
private cloud. Meanwhile, the data transfer between the 
organization and the public cloud was found to have a greater 
impact on the cost-optimal distribution of acquired capacity in 
case of uniformly distributed demand. From practitioners 
viewpoint this suggests that the services provided from the 
public cloud should avoid excessive communication with back-
office systems. 

In summary, the introduced model contributes to the 
previous work in this domain by taking into account the data 
communication overheads when estimating the costs of a 
hybrid cloud, for a generic demand distribution function. In 
future work, this model can be extended by considering the 

price elasticity of computing and data transfer capacity. Other 
factors, such as trends in pricing and the net present value of 
investments, should be taken into account as well. Finally, in 
future work, the model should be complemented with the 
control cost incurred during the process of introducing the 
hybrid cloud into the organization. 
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