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Abstract—Modern processors include high-performance cryp-
tographic functionalities such as Intel’s AES-NI and ARM’s
Pointer Authentication that allow programs to efficiently au-
thenticate data held by the program. Pointer Authentication
is already used to protect return addresses in recent Apple
devices, but as yet these structures have seen little use for the
protection of general program data.

In this paper, we show how cryptographically-
authenticated data structures can be used to protect
against attacks based on memory corruption, and show
how they can be efficiently realized using widely available
hardware-assisted cryptographic mechanisms. We present
realizations of secure stacks and queues with minimal overall
performance overhead (3.4%-6.4% slowdown of the OpenCV
core performance tests), and provide proofs of correctness.

1. Introduction

Since the time of the Morris Worm [24]], memory corrup-
tion vulnerabilities have been used take control of programs
and steal data or cause damage. This class of vulnerability
is still heavily exploited [20], and much effort has been
spent by defenders in hardening programs against memory
corruption, and by adversaries in overcoming these defences.

Most of these attacks and defenses focus on programs’
control flow: adversaries attempt to overwrite code pointers
in the program, such as return addresses or function pointers,
in order to make the program deviate from its intended be-
havior. Improved defences have reduced adversaries’ ability
to modify these pointers; one such approach takes advantage
of cryptographic functionality Instruction-set Architecture
(ISA) extensions such as ARM'’s Pointer Authentication
(PA) [22]. Apple devices already use PA to provide some
protection against modification of return addresses on the
program stack, and PA also can be used to prevent the
modification of forward code pointers and data pointers.
However, pointer integrity is not enough, as an adversary can
modify a program behavior by overwriting its data, using at-
tacks such as Data-Oriented Programming (DOP) [8]. In this
paper, we propose the use of cryptographically-authenticated
data structures for particularly sensitive program data.

We show how to realize authenticated data structures
using widely available hardware primitives like PA and
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AES-NI [6], [7]. We present an authenticated stack and
queue, along with benchmarks to demonstrate their utility in
real-world software. For want of space we omit the design
of an authenticated tree.

Our contributions are as follows:

o An argument for authenticated data structures (§4)).

o Designs for an authenticated stack and queue (§3).

o Implementations of said stack and queue for x86-64
and Arm Aarch64 architectures (§6)).

o An evaluation of the authenticated data structures,
showing overheads of 3.4% (push+pop) or 6.5% (ran-
dom access) in realistic software (§Z.1), and proving

their security (§7.2).
2. Background

2.1. Memory corruption vulnerabilities

Run-time memory errors occur when a memory access
reads or writes to unintended memory. Such errors can allow
an attacker to overwrite data or alter program functionality.
Around 70% of Common Vulnerabilities and Exposures
(CVEs) are caused by memory safety errors [20]], indicating
that they remain a prevalent threat.

Code injection exploits are today widely mitigated on
all contemporary operating systems (OSs) by write-XOR-
execute (Wb X), such as Windows DEP [[19]. This has led to
the introduction of attacks that alter program behavior with-
out injecting new code by corrupting control data such as
return addresses or function pointers: from early return-to-
libc attacks [21] that can execute arbitrary libc functions, to
later generalizations such as Return Oriented Programming
(ROP) [23] and Jump-oriented programming (JOP) [2], [11].

2.2. Control-Flow Integrity

Control-Flow Integrity (CFI) ensures that all control-
flow transitions within a program conform to a Control-Flow
Graph (CFG) generated at compile-time via static analysis
[[1]. Because the checks are based on static information, they
are overly permissive; based on a possibly over approxi-
mated points-to set [1], or in the case of LLVM, based on
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function type only [4]. New features in contemporary pro-
cessors include hardware-support for coarse-grained CFI—
e.g., Intel Control-flow Enforcement Technology (CET) and
ARM Branch Target Identification (BTI)—that simply check
that control-flow transfers target a valid function entry point
or branch target, but not that the target is the correct one,
ensuring that straight-line code cannot be partially executed
by jumping into the middle of it.

2.3. Hardware-assisted cryptography

On x86-64 platforms, the AES-NI extension—
introduced on Intel CPUs in 2008 [6] and AMD CPUs in
2010 [7]—adds instructions that provide high-performance
AES encryption, decryption, and key expansion.

ARMvV8.3-A PA is an ISA extension that computes
tweakable Message Authentication Codes (MACs) [22]. PA
includes specialized instructions that compute and embed a
MAC over a pointer directly into unused bits of the pointer
itself. PA also provides a general instruction for generating
a MAC over arbitrary 64-bit values, which can be used to
compute MACs efficiently over more general data.

3. Problem description

3.1. System model

We consider programs at the level of basic blocks, which
are sequences of non-branching instructions that terminate
with a branch instruction. These chunks of code will always
execute linearly, meaning that even an adversary who con-
trols all data used by the code will be unable to influence
its control flow within a basic block.

3.2. Adversary model

We assume a strong adversary capable of making ar-
bitrary reads and writes to the program’s memory space
(henceforth referred to only as memory), subject to the
memory access control configuration, which we assume to
include a Wé X policy enforcement (Section [2.1)), and the
enforcement of coarse-grained CFI (Section 2.2). Together,
W@ X and CFI imply that the adversary cannot alter the
execution flow of basic blocks, or transfer control to the
middle of basic blocks. Moreover, the targets of register
operations are part of the instruction encoding: this means
that the attacker cannot overwrite a register by altering the
program’s data memory, but rather they must find a piece
of code that performs the operation that they desire.

The result is that an adversary can modify data stored in
memory, but cannot alter program code, and can neither read
nor write registers directly. Threads will read inputs from
memory and registers, process them according to each a
program-defined sequence of operations, write some values
to memory, and then jump to another basic block, the target
possibly depending on a result of a computation. We also
assume that the adversary cannot compromise the OS in
order to bypass these protections.

We define a family of adversaries based on their ability
to time reads and writes; from strongest to weakest:

o Adv-Fast can read and write any location in memory
at any time in the program’s execution with perfect
accuracy, allowing them to overwrite values spilled to
memory for only a small number of cycles.

This models the case where an adversary exploits
vulnerabilities in a multi-threaded program, and can
interact with other program threads so as to synchro-
nize its exploitation with their reads and writes.

o Adv-Slow can read and write any location in memory,
but without the timing accuracy to alter values written
and re-read within a basic block.

This models the case where an adversary exploits vul-

nerabilities in a multi-threaded program, but cannot do
so with tight synchronization with other threads. This
is a conservative approximation, since in practice an
adversary will be unable to overwrite specific regions
of memory even between some basic blocks.

o Adv-Single can read and write any location in memory
when the program counter is at a vulnerable addresses.
This models the case where an adversary exploits a
vulnerability in a single-threaded program, they can
read and write memory when the program reaches the
location of a vulnerability, but at all other times they
cannot interfere with program data.

3.3. Objectives

Our goal is to use cryptography to protect program data
in memory, with as little modification to the program as
possible. We split this into three main objectives.

Security: Authenticated data structures will behave ac-
cording to their functional specification when operated on
by their methods, or raise an error.

A data structure is described in terms of a set of oper-
ations that a program can invoke upon it, such as push and
pop. However, an adversary might modify the state of the
data structure directly, without using these operations. Our
security requirement is that any attempt to do so will yield
an error when the modified data is read.

Performance: The use of authenticated data structures
will not significantly reduce the overall performance of a
program.

In order for authenticated data structures to be usable,
their overhead must not be so high as to degrade the
functionality of a program that incorporates them.

Compatibility: Authenticated data structures will offer a
similar interface to their non-authenticated counterparts.




The new functionality must not unduly limit the usage
of the data structures: authenticated sdata structures must
provide equivalent functionality to data in existing program-
ming languages, so as to act as a drop-in replacement.

3.4. Cryptographic functionality

We assume that the ISA provides some cryptographic
functionality to programs. In particular, we suppose that the
processor can compute MACs MAC(x; k) without exposing
key material & to the attacker, and without storing the result
in memory where it can be overwritten by an attacker.

4. Securing program data flows

4.1. Programs from a protocol perspective

The computational model described in Section can
be viewed as a cryptographic protocol: the program defines
operations to be taken, with load and store operations indi-
cating messages from or to the adversary. The details depend
upon the adversary model:

o Adv-Fast can read and alter the contents of memory at
any time. The program uses a fixed number of registers
as safe storage, with loads and stores translated to
messages from and to the adversary, respectively.

o Adv-Slow can read and alter the contents of memory
at any time, but if an address is both written and
read within the same basic block, then the read will
yield the same value that was written. This allows the
program to spill registers to memory when needed,
giving practically unlimited working storage. All other
loads, and all stores, are translated to messages to and
from the adversary, respectively.

o Adv-Single can read and alter the contents of memory
only at vulnerable points in the program. Therefore, the
program uses a fixed number of registers as working
storage, along with a large amount of working storage
representing the program’s memory; when the program
reaches a vulnerable point in the code, all of memory
is sent to the adversary, and replaced with new values
received from the adversary.

By interpreting program execution in this way, we can
turn the same analysis machinery that is used to analyze
network protocols to the analysis of of data flows between
different parts of the program.

4.2. Communication between basic blocks

We analyze the program at the level of basic blocks.
This granularity is convenient because execution is linear
within a basic block (i.e., execution always proceeds to the
next instruction in memory), so we need not analyze control
flow within basic blocks, and the initial state of a basic block
is invariably the final state of another basic block.

Data flows into basic blocks in three main ways: from
outside, through registers, and through memory.

4.2.1. Communication from outside. Most programs will
process data received from outside. The integrity of the
program’s data therefore depends on its ability to ensure
the integrity of the data that it reads in.

The main way for a program to obtain outside data is
using system calls, transferring control to the OS, which
performs a task and returns control to the program. The
integrity of a system call result returned via register is
assured even in the Adv-Fast model.

A common arrangement is for system calls to write the
result to a region of memory specified by the program,
and return an error code in a register. The integrity of this
data is not guaranteed against Adv-Fast, but can be against
Adv-Slow, since the data can be read from memory during
the same basic block as it was written by the system call.
The same holds for Adv-Single, if vulnerable code cannot
execute between the time of the system call and the time
when the data is read.

Even against Adv-Fast, it is possible to ensure the in-
tegrity of data from outside the program using cryptography.
If an end-to-end authenticated channel is terminated inside
the program, or if cryptographically-authenticated data is
read from storage, then its integrity can be verified once it
is finally loaded into registers.

4.2.2. Communication via registers. Once data has been
obtained, it must flow throughout the program. After jump-
ing from one basic block to another, the register state from
the previous block will be preserved, thus allowing data to
flow between them. The integrity of this data flow is assured
by the adversary’s inability to write to registers directly.
Authentication is provided by the CFI mechanism: the initial
register state of a basic block can be the final state of
any basic block capable of jumping to it. The predecessors
of blocks not marked as indirect branch targets by the
CFI mechanism can be identified using program analysis—
since they must terminate with a direct branch pointing to
the start of the block—allowing assumptions to be made
about the initial register state. The predecessors of indirect
branch targets can be any basic block terminating in an
indirect branch instruction. Finer-grained CFI mechanisms
such as that by [[15] can further limit the sources of indirect
branches, allowing more assumptions to be made about basic
blocks’ initial register states.

Registers are therefore useful for the transfer of data
between basic blocks, but their limited number means that
bulk data must be transferred in memory.

4.2.3. Communication via memory. Unlike communica-
tion via registers, basic blocks can transfer large amounts
of data via memory; however, said data can be overwritten
by Adv-Fast or Adv-Slow.

Since the values read from memory can be chosen
arbitrarily by the adversary, another approach is needed
to ensure its authenticity. To remedy this, we propose the
use of cryptographically-authenticated data structures, which
will allow their users to authenticate data from memory.
Restricting the usage of each data structure to particular



basic blocks allows readers of memory to be sure of the
basic blocks from which the data originated.

Adv-Single is more limited than Adv-Fast and Adv-
Slow, as they cannot alter values not yet written to memory
when the vulnerable code is executed. This allows data to
be safely transferred via memory, as long as the program’s
control flow does not pass through the vulnerable code
between the time that the data is written and the time
that it is read. E.g., functions that appear only deeper the
vulnerable code in the call graph, can safely communicate
with one another. This requires that the developer have some
knowledge of where vulnerable code is likely to be, and
general data transfer between basic blocks requires the same
cryptographic methods as for Adv-Fast and Adv-Slow.

The authenticated data structures that we propose in Sec-
tion [§] reduce the state of the data structure to a single state
MAC that can be stored in a register. However, register space
is still limited, and a whole program’s data structures’ state
MAC:s cannot be kept in registers throughout execution. To
overcome this, a program can use cryptographically secure
data structures recursively: one secure data structure has its
state MAC kept in memory, while the others store their
state MAC:s in this top-level data structure. The programmer
then ensures that the top-level state MAC’s register is used
only by the program’s secure data structure instrumentation,
preventing the adversary from overwriting it by directing the
program’s control flow to a function that uses this register
for other computation. Each data structure must also include
a nonce in its cryptographic computation, to keep MACs
from one data structure from being replayed against a basic
block that attempts to access another; this nonce can be
stored in memory alongside the data structure in question,
as it will be authenticated by the data structure’s state MAC.

5. Authenticated data structures

We saw in Section that registers allow for only
limited secure data flows between basic blocks. In order to
transfer bulk data safely, we use cryptographic techniques
to reduce bulk data to a single MAC that fits into registers.

5.1. Securing the state MACs

In Section we proposed that one global data
structure be used to store the state MACs of each structure.
This data structure needs to provide efficient authenticated
random access to the list of state MACs.

In general, a Merkle tree can provide an authenticated
region of memory of size n, with random access requiring
O(logn) computation. Our design uses a Merkle tree [1§]]
over a ‘safe storage’ region of memory to reduce many state
MAC:s to a single MAC to be stored in a reserved register.

A generic strategy to implement any data structure is
to implement it as usual atop an authenticated region of
memory, reduced to a single MACs by a Merkle tree;
however, the O(logn) overhead means that this approach
is asymptotically slower than the same data structure with-
out authentication. To eliminate this overhead, we design

authenticated versions of specific data structures with cryp-
tography tailored to their access pattern.

In the remainder of this section, we will describe op-
timized designs for authenticated stacks and queues; the
detailed algorithmic descriptions are given in Appendix [Al
We have also designed and implemented a authenticated red-
black-tree [5, p. 308], which we omit here for lack of space.

5.2. Secure Stack

Stacks store and retrieve data in Last-In-First-Out
(LIFO) order. Data is inserted into and read from the top of
the stack. The basic operations for a stack are as follows:

push Pushes data to the top of the stack
pop Pops the top element out of the stack
top Returns the element at the top of the stack
size Returns the number of elements in the stack

All stack operations require only O(1) computation.

For each value added to the stack, a data MAC is
calculated from the data value, the size of the stack, the
nonce, the MAC of the next highest value, and the key k:

MAC,; = MAC(H (data), nonce, size, MAC;_1; k).

This MAC is stored in memory, along with the data itself
and the nonce used to distinguish MACs from different stack
instances. Because the topmost MAC recursively incorpo-
rates all other data MACs in the structure, it can serve as
the state MAC, and securing it in a register is sufficient to
safely verify the integrity of all the other MACs.

In a stack, data is always read from the top, so we can
verify the integrity of the topmost value in O(1) time using
the topmost MAC. By verifying the top-most data MAC
MAC;, we are also assured of the integrity of the MAC of
the next value MAC;_1, as shown in Algorithm [ this can
then replace the topmost MAC if the value is to be removed
from the stack, as shown in Algorithm 2l To push a new
element onto the stack, a new MAC MAC,; replaces the
topmost MAC in safe storage.

This approach requires O(1) computation per operation,
the same as the operations of a normal stack [5 p. 233].

5.3. Secure Queue

Queues write and read data in First-In-First-Out (FIFO)
order, with elements pushed to the back of the queue and
popped from the front:

enqueue Inserts the elements to the back of the queue

dequeue Removes the element at the front of the queue
front Returns the element at the front of the queue
back Returns the element at the back of the queue

size Returns the number of the elements in the queue

These operations require only O(1) computation [5} p. 235].

The queue differs from the stack in that it has two points
of access to the stored data: one at the front, and one at
the back. This means that we cannot use a chained MAC



structure efficiently as in Section as enqueueing or de-
queueing an element will require that all of the hashes in one
chain be updated, increasing enqueueing and dequeueing
times in an n-element queue from O(1) to O(n).

The queue admits an alternative implementation that
maintains its performance characteristics. The MACs asso-
ciated with each stored value are not ordered by a MAC
chain, but by an index ¢ incorporated into each data MAC

MAC; = MAC(H (data), nonce, i; k),

which is stored in memory along with the associated data.

Then, only the indices of the oldest and newest values
in the queue must be secured; they can be reduced to one
state MAC to be kept in safe storage:

state = MAC(nonce, back-index, front-index; k).

When a new value is enqueued, or a stored value de-
queued, the respective index is incremented, and the queue
state MAC updated, shown in Algorithms [3] and [6]

Reading from the queue with enqueue, dequeue, front, or
back takes place by checking the value’s MAC MAC;, and
verifying its relative position by checking the queue’s state
MAC as in Algorithms [71and [§] The number of elements in
the queue can be determined by subtracting the front- and
back-indices from one another as shown in Algorithm [0

As with the stack, MACs from different queue instances
are made distinguishable from one another by incorporating
the instance-specific nonce into each MAC.

6. Implementation

We developed a proof-of-concept to evaluate the perfor-
mance and backwards-compatibility of our approaclﬁ

Our authenticated data structures support arbitrary ele-
ment types, including complex objects. Our default element
hashing algorithm uses software-only SHA-2, and treats
objects as flat data-structures. Complex data-structures is
supported by allowing the default hash computation to be
replaced by the programmer.

To generate the MACs and Merkle tree root computa-
tions we use architecture-specific calculations. On x86-64,
we use AES-NI instructions to implement the CMAC MAC
algorithm [10]]. On Aarch64, we use PA’s pacga instruction
to compute a MAC over the data 64-bits at a time. In both
cases, the MAC key is generated at program start, and stored
in registers xmm5-xmm15 on x86 (which we reserve for key
storage), and in dedicated PA key registers on ARM.

The Merkle tree string state MAC:s is kept in thread-local
storage, and its root MAC register r13 on x86-64 and x28
on AArch64. To prevent manipulation, these registers are
reserved and cannot be used by other code. Since threads
cannot share registers, our proof-of-concept authenticated
data structures cannot be shared between threads.

C++ Application Programming Interface, The authen-
ticated stack and queue subclass std::stack and

1. Source code will be made available at
https://github.com/ssg-research/authenticated- data-structures.

Benchmark Unauthenticated Authenticated Overhead
Stack 11.211 £ 0.019ns | 16.853 4= 0.964 us 1503 x
Queue 11.128 +£ 0.032ns | 16.793 £ 0.753 us 1509 x

TABLE 1. MEAN EXECUTION TIMES FOR AUTHENTICATED DATA
STRUCTURE OPERATIONS AND 95% CONFIDENCE INTERVALS. EACH
BENCHMARK (500 INSERTIONS, 500 REMOVALS) WAS RUN 10 TIMES.

std: :queue from the C++ standard library, respectively.
They incorporate a second container of the parent type,
which holds the associated MACs. The operations described
in Section [S are then implemented in terms of operations on
the container and its MAC storage structure.

We follow the C++ container library Application Pro-
gramming Interface (API) to maintain compatibility with
existing code. However, the API provides direct access to
contained objects by returning a pointer which can then be
used to modify its values without using the container API
without updating the MAC, causing an integrity check to fail
when the modified element is accessed through the APL

We address this by modifying the stack API to return a
smart pointer to elements in the data structure, which allows
the programmer to manually trigger a MAC update after
modifications to the element.

7. Evaluation

7.1. Performance & Compatibility

We have tested the performance of our implementation
both with microbenchmarks of individual operations, and in
a larger code-base by using it to replace data structures in
the OpenCV performance tests and sample applications.

In order to test the overhead of a single operation, we
measured the overhead of integer insertion operations in the
original and authenticated data structures, shown in Table [1l

Despite this overhead for individual operations, real
programs do not suffer unacceptable slowdown. We built
OpenCV with gcc 11.1.1, modified to use our secure stack
and queue implementations by default. OpenCV provides
performance tests that can be used to test the performance
impact of our secure data structures. We use the C++
samples provided by OpenCV source code to measure the
performance overhead in a more representative application.
We were able to use our implementation of the stack and
queue as drop-in replacements for the C++ standard library
implementations of the methods described in Section [3}
however, as we are able to do so only for structures used
within a single thread, and some other methods require the
use of the smart pointers from Section [6] we conclude that
the compatibility requirement is partially met.

We ran three times all OpenCV core performance tests
that did not use functionality containing inline assembly
overwriting the reserved registers, using authenticated and
unauthenticated data structures. For each test run, we com-
pute geometric means of the ratios of the running times
for the authenticated and unauthenticated data structures,
yielding a 3.42% overhead for the methods in Section [3
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and 6.42% with tests modified to use smart pointers for
authenticated random access.

7.2. Security

Our security requirement states that the authenticated
data structures must behave according to their specification,
or raise an error. In practice, this means that once push or
enqueue operations are invoked to insert a value, then pop
or dequeue operations must yield the same values.

We briefly sketch arguments for the security of each data
structure; detailed proofs appear in Appendix

The security of the stack derives from the fact that the
stack’s state MAC indirectly incorporates every value in the
chain. Verification of the highest value’s MAC authenticates
both the most topmost value, as well as the MAC of
the second-topmost value, due to the presumed collision-
resistance of the MAC. The security of the remaining values
is authenticated recursively by the same argument.

The queue’s state MAC authenticates the indices of the
oldest and newest values in the queue. Thus, enqueue and
dequeue operations will always use sequential front-indices
and back-indices when adding and removing values from the
queue, respectively. The enqueue operation will therefore
produce only a single data MAC with any particular combi-
nation of nonce and index, and by the collision-resistance of
the MAC, this will authenticate the enqueued value. Since
only one valid MAC with a given index and nonce will
ever be produced, the dequeue operation can be certain that
a valid MAC authenticates the correct value for this index,
and therefore will always yield the correct value.

We therefore conclude that our designs meet the security
requirement: authenticated stacks and queues will either
behave as a stack or queue from the perspective of software
that invokes their interfaces, or they will raise an error.

The security of our implementations depend on their
ability to securely execute the algorithms specified in
our design despite the interference of the adversary. If
we assume our implementation and any caller-overridden
element-hashing function to not contain any vulnerabilities,
then Adv-Single cannot interfere with its execution of the
data structure algorithms. Limitations of the C++ program-
ming language mean that we cannot guarantee the security
of the implementation against Adv-Fast or Adv-Slow, as
we do not know how it will be split across basic blocks, as
discussed further in Section 0.2

8. Related work

Cryptographically-authenticated data structures have al-
ready seen widespread use on the internet, especially during
the 2010s, when web cryptography became pervasive: lists
of X.509 certificates [9]], linked by signatures, are combined
with Merkle-tree-based Certificate Transparency logs [13]] to
protect the vast majority of web traffic today.

While traditional CFI approaches (Section 2.2] work by
verifying that control-flow transitions are expected; a recent
approach is to instead protect the integrity of control-data.

This can be done using isolation, such as shadow stacks [3]
or a safe stack [12f], but later approaches such as CCFI [[16]]
employ cryptography to ensure integrity of control-data.
ARM PA (Section provides hardware-support for CCFI-
like pointer integrity using MACs, and has been shown to
achieve strong security return addresses by storing return
addresses in a cryptographically verifiable stack similar to
our secure stack implementation [14].

9. Discussion

9.1. Multithreading

In Section (4] we discussed how different parts of the
program can safely communicate via registers as a thread
jumps between basic blocks. However, this approach cannot
be used for communication between threads, since they do
not share registers. This means that our implementations
from Section [6] are appropriate only when the data structures
are used by only a single thread. Reads by other threads will
fail, as their registers will not contain the correct state MAC.

A multi-threaded data structure implementation needs to
replicate the hash between all of the threads that access it.
This may be achieved in several ways: consensus protocols
provide safe replication, but their large numbers of synchro-
nization points will be slow. OS support may provide better
performance, at the cost of backwards compatibility.

9.2. Compiler capabilities

The design in Section 3 can secure data against all of
the adversaries from Section 3.2] but whether a program
is secure against Adv-Fast, Adv-Slow, or Adv-Single de-
pends on its implementation. However, it is challenging
to write a program in a high-level language such that the
compiler will generate secure code that is secure against any
of these adversaries: compilers will spill registers to memory
whenever needed, with the programmer having no way to
prevent this. Functions that are able to accept large data
structures may force the caller to write them into memory,
even when they are small enough to be passed in a register.
This is a problem even within our implementation, as hash
functions must accept data of arbitrary size. Programmers
may indicate that functions are to be inlined, meaning that
calls to secure data structure methods can be placed into the
same basic block as the calling code, allowing arguments to
be passed securely despite Adv-Slow.

To overcome these issues will require compiler and
possibly language support. Important features are the ability
to reliably pin values to register storage, perhaps allowing
automatic spillage to memory using an authenticated data
structure, and a secure calling convention that will allow
larger quantities of data to be streamed via registers or
passed via memory with cryptographic protection. Such
advances will allow programmers to more confidently write
code that will be secure against the more powerful Adv-Fast
and Adv-Slow.
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Appendix

1. Authenticated stack specification

Algorithm 1 authenticated-stack.top()

1:
2:
3:

x = data-stack.top()

state-mac = get-state-mac()

if state-mac MAC;,(hash(x), nonce, size, mac-
stack.top()) then return x

4: else

exception("MAC authentication error.”)
end if

Algorithm 2 authenticated-stack.pop()

1:
2:
3:

XN R

x = data-stack.top()
state-mac = get-state-mac()
if state-mac MAC;,(hash(x), nonce, size, mac-
stack.top()) then
data-stack.pop()
insert(mac-stack.top())
mac-stack.pop()
else
exception("MAC authentication error.”)
end if

Algorithm 3 authenticated-stack.push(x)

1:

AN AN o

state-mac = get-state-mac()

data-stack.push(x)

size = size + 1

mac-stack.push(state-mac)

state-mac = MAC,(hash(x), nonce, size, state-mac)
insert(state-mac)




Algorithm 4 authenticated-stack.size()

Algorithm 8 authenticated-queue.back()

1: if size # O then

2: top() return size

3: else

4: if nonce == get-state-mac() then

5. return size

6: else

7: exception("MAC authentication error.”)
8: end if

9: end if

2. Authenticated queue specification

Algorithm 5 authenticated-queue.enqueue(x)

1: if MACg(nonce, front-index, back-index) # get-state-
mac() then

exception("MAC authentication error.”)
end if
data-queue.enqueue(x)
back-index = back-index + 1
mac-queue.enqueue(MAC (hash(x),
index))
7: insert(MACg (nonce, front-index, back-index))

AN

nonce, back-

Algorithm 6 authenticated-queue.dequeue()

1: if MACg(nonce, front-index, back-index) # get-state-
mac() then
exception("MAC authentication error.”)
end if
data-queue.dequeue()
mac-queue.dequeue()
front-index = front-index + 1
insert(MAC(nonce, front-index, back-index))

AN A e

Algorithm 7 authenticated-queue.front()

1: if MACg(nonce, front-index, back-index) # get-state-
mac() then
exception("MAC authentication error.”)
end if
x = data-queue.front()
if mac-queue.front() == MACj(hash(x), nonce, front-
index) then return x
else
7: exception("MAC authentication error.”)
8: end if

=)

1. if MACg(nonce, front-index, back-index) # get-state-
mac() then
exception("MAC authentication error.”)
end if
x = data-queue.back()
if mac-queue.back() == MACy(hash(x), nonce, back-
index) then return x
else
7: exception("MAC authentication error.”)
8: end if

a

Algorithm 9 authenticated-queue.size()

1: if MACg(nonce, front-index, back-index) = get-state-
mac() then
return back-index - front-index + 1
else
exception("MAC authentication error.”)
end if

3. Proofs of security

We first introduce a security game MAC—Collision“,f},Ack,
which is used to define the collision-resistance property of
the process-specific MAC MAC.

7

MAC-Collisiongjac, (q)

foriel,..q
(z,y) + A.choose()
A.receive(MACy(z,y))
endfor

if o' #£ 2" AMACk(z',y) = MACk(z", )
return 1
endif

il g

2

3

4

s: (2",2',y) < A.gen-collision()
6

7

8

9: return 0

The MAC used in our implementation from Section
is computed using PA’s pacga instruction on the Aarch64
platform, and an AES-NI-based Cipher-based Message Au-
thentication Code (CMAC) implementation on the x86 plat-
form. Assuming that both functions are pseudo-random with
respect to their keys, the most efficient way for the adversary
to find a collision is through brute force. According to [17],
the probability of the adversary finding a collision in a b-bit
MAC after collecting ¢ MAC:s is
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and on average, the adversary would find a collision after

collecting
2b
q= \/% MACs.



Therefore, if the length of the MACs is long enough, we
can assume that to find a collision is small. The value of b
is 32 bits for Arm PA and 128 bits for AES-NI.

We now proceed to show that A’s goal of successfully
corrupting an authenticated data structure can be reduced to
finding a collision.

3.1. Stack. We define a series of games to prove the se-
curity of the authenticated stack. These games demonstrate
a scenario in which A uses their control over memory to
attempt to change the values in the stack to those with a
different hash, without being detected.

Stack-Game-MACf. This is an attack game against the
integrity of the authenticated stack. The game consists of
two parts: In the first loop, A chooses values to be pushed
to the stack, and receives the corresponding state MAC. A
can also empty the stack as needed, to start again from an
empty stack.

In the second loop, A carries out their attack, attempting
to replace at least one of the elements in the stack with
one of a different hash, such that the MACs still verify
successfully. Otherwise A loses, as either they have failed
to change any values to those of a different hash, or they
have been detected, causing the program to crash.

Stack-Game-MAC3 (¢)

Mg / The first steps represent authenticated stack initialization.

/ The data- and MAC- stacks are unprotected stacks.
macs-stack < ||
data-stack < ||
nonce <$ random

/ pushed-values is a list that stores the values pushed into

2

3

4

S

6 : mac-in-register <— nonce
7

8 / the stack to be later used in the attack loop.
9

pushed-values = ||

Stack—Game-MACf‘ (9)

/ In the following loop, A experiments with the
/ stack by pushing n values and
/ receiving the corresponding top MAC. After each round of n.
/ push operations, the stack will be emptied to
/ allow the same process again. The mac validation steps have
/ been omitted since A’s
/ goal is not to attack at this stage.
foriel,..,qdo
n < A.stack-choose-n()
for jel,..,n do
x < A.stack-choose ()
/ The next steps represent a push operation.
data-stack.push(z)
size < size + 1
mac-stack.push(mac-in-register)
mac-in-register <—
MAC (z, nonce, size, mac-in-register)
/ x is inserted in the pushed-values list to keep track of
/ the pushed values.
pushed-values.insert(x)
endfor
| A receives the state MAC and then the
/ stack is emptied back to its initial state.
A.stack-receive (mac-in-register)
macs-stack < ||
data-stack < ]
mac-in-register <— nonce
pushed-values = ||
endfor
/ In this loop, A attempts to violate the
/ integrity of the stack by replacing data and its MAC.
/ 1f the returned data is different from what was originally
/ pushed, and the MACs verify, A
[ wins the game; otherwise, they lose.
foreach z’ € pushed-values
(z",y) + A.stack-attack()
if o' # "
if MACy (2", y) = mac-in-register
return 1
else
return 0
endif
endif
/ The next line updates the state and has no
[ effect on the probability of A winning the game.
mac-in-register <— macs-stack.pop()
endif

return 0




Stack-Game-MACfA. We introduce a second game,

A
Stack—Game—MACf , which can be reduced to the
MAC-CollisionﬁAck (¢) game. For this purpose, we also

introduce a new adversary, B4, and replace A in
Stack-Game-MAC; with BA.

B'A
Stack-Game-MAC; (q)
B stack-init()

2: pushed-values = ||

3 [ Here, A is replaced with B* which performs the update
4 / steps for the data structure but cannot

5: / calculate the MACs.

6: foriel,.. qdo

7 n < B* stack-choose-n ()

8 for jel,..,n do

9 (z,y) < B™ .stack-choose()

10 : mac-in-register <~ MACx(z, y)

11 : pushed-values.push(x)

12 : endfor

13 3 / in the next step, B receives the top MAC and

14 : | resets the stack.

15: B stack-receive (mac-in-register)

16 : endfor

17 : / Again, A is replaced with B* who performs the attack
18 : / and state-updating steps.

19: (z”,y, mac) + B stack-attack ()
2: if MACk(z",y) = mac

21 : return 1
22: else

23 : return 0
24 :  endif

25: return 0

BA.stack-choose()

x < A.stack-choose ()
data-stack.push(z)

size < size + 1
mac-stack.push(mac-in-register)

return (z, (nonce, size, mac-in-register))
BA.stack-choose-n()

A.stack-choose-n ()
BA.stack-receive(mac)

A.stack-receive(mac)
macs-stack < ||
data-stack « ]
mac-in-register <— nonce
pushed-values = ||
BA.stack-attack()
foreach 2’ € pushed-values
(z",y) + A.stack-attack()
if o' # 2"
return (z”,y, mac-in-register)
endif

/ State update.

if mac-stack.size() > 0
mac-in-register <— mac-stack.pop()

endfor
/ If the A does not attempt to attack, at the end, the initial value
/ that was pushed in the stack is returned with
/ the correct values which will verify and the A loses the game.
/ (Nonce is the mac used for the initial data mac to
/ be calculated so the previous MAC here is nonce)

return (x’, (nonce, size, nonce), mac-in-register)

BA.stack-init()
macs-stack < ||
data-stack < ]
nonce <$ random

mac-in-register <— nonce

Lemma 1.
Pr|[Stack-Game-MAC?(q) = 1]
< Pr[Stack-Game-MACfA (q) =1].

Proof. The transition from the first game to the second game
involves replacing A with B4, which wraps A, but adds
additional functionality required for the authenticated stack.
For instance, steps such as initializing or updating the state
of the data structure are performed by B. These steps are
required for the correct functionality of the data structure
but have no effect on the probability of the .4 winning the
game. Accordingly, A winning the first game implies that
B# can also win the second game (since 3 uses A in order
to perform the attack) with equal probability. o

Lemma 2.

BA
Pr[Stack-Game-MAC3 (q) = 1]
< Pr[MAC-Collisioniac, (q) = 1]



Proof. We can reduce Stack—Game—MACfA(q)
to MAC—Collision“,\j,lAck (¢q). From lines 19-20 of

Stack-Game-MACf B , winning Stack-Game-MACf B (@
requires that B4 find a collision in the state MACs
so that the authentication passes successfully when
comparing the MAC of the proposed top element by
A with the MAC in the register. Moreover, since B4
winning Stack-Game-MACS * (¢) implies that A can win
MAC-Collision“,\‘},ACk (g) with the same probability (we can
replace A with B4 in the collision game and win the
game), we obtain the bound above. O

Theorem 1 (Stack Security). An adversary capable of over-
writing the values stored in memory memory can violate the
integrity of the authenticated stack with a probability of at
most:

Stack-Game-MAC{(q) < Pr[MAC — C’ollision“,\‘},Ac(q)]
(D

Proof. We can replace Stack-Game-MAC7'(q) with

Stack—Game—MACfA (¢) using the reformulation from
Lemma [[I We then apply Lemma [2] yielding the bound
above. O

3.2. Queue. We create two sets of games to prove the
security of the authenticated queue, this time in the random
oracle model. In the first games, Queue-Game-Index-MAC,
the adversary attempts to change the indices in order to
substitute one entry with another. The second set of games,
Queue-Game-Data-MAC, deal with the possibility that the
adversary tries to violate the integrity of the authenticated
queue by replacing an element and its MAC with a value
having a different hash, without changing the indices. Sim-
ilarly to the stack, proving the inability of the adversary to
modify the content of the authenticated queue shows that
the security requirement is satisfied for this data structure.

Queue-Game-Index-MAC3'. Similarly to the authenti-
cated stack, we assume an adversary .4 who has arbitrary
read/write access to data stored in memory. Accordingly,
we define the game such that A chooses values to be
enqueued in or dequeued from the authenticated queue and
then receives the corresponding MACs. After ¢ rounds of
performing this process, the adversary tries to attack the
authenticated queue by replacing at least one of the elements
with a different value without being noticed.

Queue-Game-Index-MAC;(q)

1

43 :
44 :

O 0 N N W R W N

/ The following steps represent authenticated-queue initialization.
/ Data and MAC queues are unprotected.
macs-queue < [|
data-queue <+ ||
nonce <% random
back-index + 0
front-index <— 1
mac-in-register <~ MAC (nonce, back-index,
front-index)
/ enqueued-values is a list that stores the values enqueued into
/ authenticated queue to be used in the attack loop.
enqueued-values = []
/ Tn the following loop, the adversary experiments with the
/ authenticated queue through enqueue and dequeue
/ operations in order to collect corresponding MACs for
/ different index values. The MAC validation steps
/ have been omitted since the adversary’s goal is not to attack
/ at this stage.
foriel,..,qdo
(z, enqueue) < A.queue-choose-index-attack ()
if enqueue
/ The following steps represent authenticated-queue.enqueue.
data-queue.enqueue ()
back-index <« back-index + 1
mac-queue.enqueue (MAC (z, (nonce,
back-index)))
mac-in-register <—
MAC (nonce, back-index, front-index )
enqueued-values.enqueue(z)
A.queue-receive (mac-queue.back(),
mac-in-register)
else
/ The following steps represent authenticated-queue.dequeue.
data-queue.dequeue()
mac-queue.dequeue ()
front-index < front-index + 1
mac-in-register <~ MAC (nonce, back-index,
front-index)
enqueued-values.dequeue()
A.queue-receive (mac-queueu.front(),
mac-in-register)
endif
endfor
/ In the following loop, Aattempts to violate the

/ integrity by replacing data, its MAC, and the




Queue-Game-Index-MAC;(q)

46 / indices. If the returned data is different from what was
47 / originally enqueued, and the MACs verify, the
48 | Awins the game, otherwise, they lose.

49: foreach z’ € enqueued-values

s0: (2", mac, ki, k2) < A.queue-index-attack ()
51: if o #£z”

52 if mac = MACy,(z", (nonce, k1)) A

53 : MAC (nonce, k2, k1) = mac-in-register
54 : return 1

55 : else

56 : return 0

57 : endif

58 : endif

59 : front-index < front-index + 1

60 : mac-in-register <~ MACy (nonce, back-index,
61 : front-index)

62 : endfor
63: return 0

\. J

Queue-Game-Index-MAC?. Similarly to the approach
used for the stack, we define a second game which can
be reduced to the MAC-Collisiongiac(¢) game. For this
purpose, we define a new adversary, B, and replace A
in Queue-Game-Index-MAC;! with BA,

B'A
Queue-Game-Index-MAC; (q)

1: B*.queue-init()

2 / Tn this loop, we replace the enqueue and dequeue steps with the
3 / BA.queue—choose()

4 / function which performs the same steps.

5: foriel,.., qdo

6 (z,y,y) + B™.queue-choose ()

7 B queue-receive(MACy (z, ), MAC(v))

8: endfor

9

/ Tn this part, similar to the previous steps A

10 : [ s replaced with B* who also performs the

11 / authenticated-queue related steps and the loop. The step
12 : / to update the mac-in-register is removed since it’s just
13 : / a state update and doesn’t affect the probability.

14: (2, macy, maca,y,y') < B .queue-attack ()
15: if macy = MACk(x", y)A MACk(y/) = 1macs

16 : return 1
17: else

18 : return 0
19: endif

20: return 0

Lemma 3.

PT[Queue-Game-Index-MACf‘(q) =1]
< Pr[Queue-Game-Index-MACfA (q) =1].

Proof. The transition from the first game to the second game
involves replacing A with B4, which wraps A but also
performs the computations required for queue operations
such as initializing and updating the state. Accordingly, we
obtain the given bound since .4 winning the first game with
some probability implies that B can win the second game
with the same probability. O



BA.queue-init()

macs-queue < [
data-queue + ||
nonce < {0,1}*
back-index <— 0
front-index < 1
enqueued-values = [
BA.queue-choose()

(z, enqueue) < A.queue-choose-index-attack ()
if enqueue
data-queue.enqueue(z)
back-index < back-index + 1
enqueued-values.enqueue ()
return z, (nonce, back-index),
(nonce, back-index, front-index )
else
data-queue.dequeue()
mac-queue.dequeue()
front-index < front-index + 1
enqueued-values.dequeue()
return data-queue.front(), (nonce, front-index ),
(nonce, back-index, front-index )
endif
BA.queue-receive(mac)

A.queue-receive (maci, macs)
BA.queue-attack()

foreach ' € enqueued-values

(z",mac, k1, k2) + A.queue-index-attack ()
if o’ #a”
return (z”, mac, mac-in-register, (nonce, k1),
(nonce, k1, k2))
endif
/ Updating the state of the authenticated queue.
front-index < front-index + 1
endfor
return (enqueued-values.front(), mac-in-register,
(nonce, front-index),
(nonce, back-index, front-index))

Lemma 4.

B.A
Pr[Queue-Game-Index-MACs5 (q) = 1]
201

S P’I’[MAC-CO”Z.SI.OH'GAC)C (q) = 1] S 1— m

Proof. We can reduce the Queue-Game-Index-MACf “ (@
to MAC-Collision“,\jAck (g). From lines 13-15 of
Queue—Game—Index—MACfA, winning requires B4 to
find a collision in index MACs. The reason is that for

the authentication to pass successfully, the MAC of the
proposed indices by A should be equal to the MAC in
the register (in this game, the indices proposed by A are
necessarily different from the correct indices since this will
allow A to replay previous elements’ MACs). Moreover,
since B4 winning the game implies that A has found a
collision (we can replace A with B in the collision game
and win the game), we can conclude that the bound above
holds. O

Queue-Game-Data-MACf. This game is similar to
Queue-Game-Index-MACf, except that, since removing el-
ements from the authenticated queue does not produce new
data MACs, and there is no need to allow .Ato dequeue
elements.

Queue-Game-Data-MAC3 (q)

i3 | We first represent the authenticated queue initialization.

2 / The data and MAC queues are unprotected.

3: macs-queue < ||

4: data-queue < ]

5: nonce <$ random

6: back-index < 0

7: front-index < 1

8 : mac-in-register[] <~ MACy (nonce, back-index,

9: front-index)

10 : / enqueued-values is a queue that stores the values enqueued into
11 : / authenticated queue to be used in the attack loop.

12:  enqueued-values = [|

13 : / In the following loop, A experiments with the
14 : / queue through the enqueue
15 / operation in order to collect corresponding MACs for
16 : / different data values. The MAC validation steps
17 : / have been omitted since .A’s goal is not to attack at
18 : / this stage.
19: foriel,.. qdo
20 : x + A.queue-choose-data-attack ()
21 : / The following steps represent authenticated-queue.enqueue(x).
22: data-queue.enqueue(z)
23: back-index < back-index + 1
24 : mac-queue.enqueue( MACy (z, (nonce, back-index)))
25: mac-in-register <—
26 : MAC (nonce, back-index, front-index )
27 : enqueued-values.enqueue ()
28 : | A receives the corresponding MAC
29 : A.queue-receive (mac-queue.back())
30 : endfor
\ J




Queue-Game-Data-MAC3(q)

31: / Tn the following loop, A attempts to violate the

SO / integrity of the queue by replacing data, and its MAC.
33 / 1f the returned data is different from what was originally
RZ / enqueued, and the MAC verifies, A

35 / wins the game, otherwise, they lose. Since the A

36 . / is not attacking the indexes in this

37 / game, we have omitted the verification for the index mac.

38: foreach z’ € enqueued-values

39 : (z",mac) + A.queue-data-attack ()

40 : if o’ # 2"

41 if mac = MACy(z”, (nonce, front-index))
42 : return 1

43 : else

44 : return 0

45 : endif

46 : endif

47 / Updating the front-index for the data MAC validation
48 : / in the next iteration.

49 : front-index < front-index + 1

50 : endfor

51: return 0

Queue-Game-Data-MACf “ We now trans-
form  the Queue—Game—Data—MAC{4 game  into

Queue—Game—Data—MACfA by replacing the MAC
function with a random oracle.

Queue-Game-Data-MAC3'(¢)

1: macs-queue < ||

2: data-queue < ]

3: nonce <$ random

4 : back-index < 0

5: front-index « 1

6: mac-in-register <—

7:  MACk(nonce, back-index, front-index )

8 : enqueued-values = ||

9: foriel,.. qdo

10 : x + A.queue-choose-data-attack ()

11 : data-queue.enqueue(z)

12 : back-index < back-index + 1

13 / We replaced the MAC function from previous games with
14 : / a random oracle RO.

15 : mac-queue.enqueue (RO(x, (nonce, back-index)))
16 : mac-in-register <—

17 : RO(nonce, back-index, front-index)

18 : enqueued-values.enqueue (z)

19 : A.queue-receive (mac-queue.back())

20 : endfor
21: foreach z’ € enqueued-values

7 8 (2", mac) + A.queue-data-attack ()

23 : if o' # "

24 : if MAC = RO(z", (nonce, front-index))
25 : return 1

26 : else

27 : return 0

28 : endif

29 : endif

30: front-index < front-index + 1

31 : endfor

32: return 0

Lemma 5.

BA
Pr[Queue-Game-Data-MAC5 (q) = 1]
= Pr[Queue-Game-Dam-MAC{‘(q) =1].

Proof. In this game, A attempts to replace an element with
another value but with the same index. Accordingly, in order
to pass the authentication, A needs to find the corresponding
MAC over the nonce, the new element’s value, and the
index. As each instance of the data structure has own nonce,
and each index only appears once in the lifetime of the data
structure, we can conclude that the MAC required by A has
not been previously calculated. Therefore, A is unable to
replay a previous MAC with better than random chance and
the probability of .4 winning both games is the same. [



Lemma 6.
Pr[Queue-Game-Data-MAC?A (q)=1]=27".

Proof. A must find the corresponding output for a query
from a random oracle over input values that have not been
seen before. Therefore, since A does not have access to the
random oracle outside the game structure, their only option
is to guess the output, which leads to the above probability.

(]

Theorem 2 (Queue security). Suppose a program uses
the authenticated queue data structure. An adversary with
arbitrary read/write control over memory can violate the
integrity of the authenticated queue either by manipulating
data, or the index MACs, with probability

Pr[Queue-Game-Data-MAC3(q)]

B.A
+ Pr[Queue-Game-Index-MACT (q)]
201 —b
<1 (2b_q)!2q.b+2

Proof. The probability that an adversary can corrupt
data read from memory is determined by the game
Queue-Game-Data-MAC7'(q); by Lemma [3] and Lemma [6]
A’s probability of winning Queue-Game-Data-MACT(q) is
at most 27°.

Lemma [3] and Lemma [ provide a similar bound on A’s
probability of winning Queue-Game-Index-MACT' (¢) at

20!
(2 — g)129b”
The probability that the attacker can corrupt either type

of data in memory is therefore at most

201 )
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