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Abstract—Energy conservation is essential in wireless sensor
networks (WSNs) because of limited energy in nodes’ batteries.
Collaborative beamforming uses multiple transmitters to form
antenna arrays; the electromagnetic waves from these antenna
arrays can create constructive interferences at the receiver and
increase the transmission distance. Each transmitter can use
lower power and save energy, since the energy consumption is
spread over multiple transmitters. However, if the same nodes
are always used, these nodes would deplete their energy much
sooner and this sensing area will no longer be monitored. To avoid
this situation, energy consumption for collaborative beamforming
needs to be balanced over the whole network by assigning the
transmitters in turns. The transmitters in each round are selected
by a scheduler and the energy carried in each node is balanced to
increase the number of transmissions. The lifetime of a network
is the number of transmissions until a certain percentage of the
nodes depletes their energy. This paper proposes an algorithm
to calculate energy-efficient schedules based on the remaining
energy and the phase differences of their signals arriving at the
receiver. Compared with an existing algorithm, our algorithm
can extend the network lifetime by more than 60%.

I. I NTRODUCTION

Wireless sensor networks (WSNs) have attracted re-
searchers’ attention due to their broad applications. Energy
conservation is essential in WSNs because nodes are usu-
ally battery-powered. In WSNs, wireless communication for
long distance is a major consumer of energy [4]. Recent
studies suggest that cooperative communication (CC) [8],
[10], [15] and collaborative beamforming [9], [11], [12] can
save transmission energy. Among CC techniques, multiple-
input/multiple-output (MIMO) uses multiple antennae at both
the transmitter and the receiver to improve performance.
However, nodes are usually small and each node can have
only one antenna; multiple antennae may be too costly for
each node. Therefore, traditional MIMO cannot be directly
applied to wireless sensor networks. Miller et al. [10] propose
a new technique in CC: the receiver detects the signal based
on the distortion of the radiation pattern due to multiple paths.
Their method does not improve signal strength in the direction
of the receiver. In contrast, this paper uses beamforming to
increase signal strength in the intended direction. Collaborative
beamforming can increase signal gain in a particular direction
by using antenna arrays to form constructive electromagnetic
waves. This can be useful in some applications where the
distance between two hops is too far by using a single
transmitter. Collaborative beamforming also enhances theen-
ergy efficiency of the system. Compared with direct trans-
mission from one transmitter to the receiver or hop-by-hop
transmission, beamforming spreads the energy consumption
over multiple transmitters and improves the signal strength

at the receiver [4]. Therefore, individual transmitters can use
less energy for the same receiver. This balances the energy
consumption over the entire network and extends the network
lifetime. Beamforming may be used in applications such as
(1) ecology monitoring in a forest when nodes are deployed
far away from the receiver in a laboratory, (2) information
from ground sensors sent to a satellite, and (3) secure data
dissemination, when signals cannot be detected in unintended
directions.

Beamforming efficiency [7] depends on the phase differ-
ences between the electromagnetic waves that arrive at the
receiver. It is 100% when phase differences are zero. Assuming
each transmitter has the same transmitted power and free-space
attenuation, forN transmitters, the receiving signal hasN2

power gain. It can increase the transmission range byN times
farther. Alternatively each transmitter can reduce its power
to 1/N2 for the same distance. However, in practice, phase
differences may occur from several sources, such as frequency
offsets, transmitters’ locations, and initial phase offsets. The
phase differences between two nodes can be estimated by
using two-way signal exchanges [14]. Beamforming efficiency
is higher when choosing the transmitters with smaller phase
differences [5]. For better performance, the nodes with small
phase differences are always used and these nodes will deplete
their energy much faster than the other nodes. This may cause
coverage holes: areas not monitored because sensor nodes run
out of energy. To prevent coverage holes, energy consumption
should be balanced among the nodes.

In this paper, we propose an algorithm to schedule trans-
mitting nodes for collaborative beamforming. We define a
network’s lifetime as the number of successful beamform-
ing transmissions before a percentage of nodes are energy-
exhausted. Our scheduling algorithm selects the transmitters
in each round fromN nodes within a circle of radiusρ.
Figure 1 shows an example where the nodes need to transmit
data to a receiver at pointD. Because the distance from the
sensing area to the receiver is large, the signal transmitted by
an individual node cannot reach the receiver. Therefore, the
nodes form antenna arrays to create directional radio waves
with higher signal strength in the direction of the receiver. The
signal strength must beGm (dB) times greater than the signal
from a single transmitter. In this figure, four sensor nodes are
selected to transmit. To schedule the transmitters for beam-
forming transmissions while prolonging network lifetime,our
algorithm is designed based on three rules: (i) The remaining
energy in all nodes needs to be balanced. (ii) The signal gain
at the receiver exceeds the minimum level. (iii) The amount
of data transmitted to the receiver is maximized.



Fig. 1. Distributed beamforming. Ten nodes are randomly deployed in a
circle. The shaded area shows the radiated wave pattern withthe selected
four transmitters (four antennae in bold).

To our knowledge, this is the first paper that focuses on
energy-efficient scheduling for collaborative beamforming. We
propose an algorithm to schedule the participating nodes
in each round of transmission. Our simulation results show
that our method can extend the network lifetime by more
than 60% compared with an existing transmission scheduling
algorithm [5]. We also validate that beamforming can increase
the signal strength in a particular direction through an outdoor
experiment.

II. RELATED WORK

A. Beamforming

Collaborative beamforming is a transmission technique by
using antenna arrays to achieve directional signal transmission
or reception [6]. Recent studies show that collaborative beam-
forming can improve energy efficiency for wireless sensor
networks [2], [12], [16], [17]. Ochiai et al. [12] analyze
the characteristics of collaborative beamforming’s patterns
when transmitting sensor nodes are uniformly deployed in
a circle. Ahmed and Vorobyov [2] show that collaborative
beamforming provides better performance when nodes are
deployed with Gaussian distribution. Zarifi et al. [17] showthat
when the nodes are uniformly deployed in a circle, selecting
transmitting nodes from a ring of proper radii can narrow the
main lobe of the average beam pattern. All these studies show
collaborative beamforming can increase the signal strength
at the intended direction and extend the transmission range.
However, electromagnetic waves from different nodes may
arrive at the receiver with different phases, due to various
reasons, such as different distances and initial phase offsets.
Methods proposed in [2], [12], [17] assume that the selected
nodes can adjust their phases to cancel the phase differences.

B. Phase Partition

Traditional beamforming algorithms require the transmitters
to adjust the phases, so that the signals received at the
destination are constructive. Chang et al. [5] proposephase
partition (PP): instead of controlling the phases, PP divides
transmitters into several groups based on their phases. Each
round of beamforming uses only one group. PP does not
consider the remaining energy in each node and the signal
strength at the receiver; the method is not energy-efficient
in achieving long network lifetime in three cases: (i) Too
many transmitters are assigned to the same group and the
received signal strength is much higher than necessary. (ii)

TABLE I
SIMULATION PARAMETERS

Parameter Symbol Value
Packet Size b 180 bits
Packet Rate PR 1 packet/sec
Free Space path-loss exponent β 2
Energy consumed on radio circuitry ǫe 50nJ/bit
Energy consumed on radio amplifier ǫa 100pJ/bit
Transmission distance d meter
Node Energy (maximum) Emax 1000J

The transmitters in the same group have different amounts
of energy, if they are deployed at different times. When the
group is selected to transmit, the nodes with less energy will
deplete their energy sooner and create coverage holes. (iii) The
transmitters are assigned into groups based on their phases.
As a result, the numbers of nodes in different groups can be
different. In Section IV-A, we introduce an improved phase
partition method (IPP) with multiple transmitting power levels
by reducing the excessive signal strength at the receiver.

C. Energy Model

We use the energy model presented in [13].Etx(b, d) is the
total energy consumption for one node transmittingb bits of
data to the distanced; Erx(b) is the energy consumption for
one node receivingb bits of data. Table I defines the symbols
and lists the values used in this paper.

Etx(b, d) = ǫe × b + ǫa × b × dβ

Erx(b) = ǫe × b
(1)

D. Contributions

This paper has the following contributions: (1) We propose
an algorithm, energy and phase (EP), to schedule the transmit-
ting nodes based on their remaining energy and relative phase
differences at the receiver in order to prolong the network
lifetime. Both PP and EP achieve beamforming transmissions
without adjusting each node’s phase. EP is different from PPin
the following ways: (i) By considering the remaining energyin
each node, EP can substantially extend the network lifetime.
(ii) EP reduces the over-transmitted power by selecting the
nodes based on the minimum signal strength for meeting
the receiver’s requirement. (2) We introduce an improvement
on the existing algorithm, improved phase partition (IPP),
by considering the minimum required signal strength,Gm,
at the receiver. IPP allows the transmitters to adjust their
transmission power and reduces the over-transmitted power.
Our simulation results show that EP still achieves more
transmissions compared with IPP. (3) This is the first paper
that proposes a method to schedule transmitting nodes for
beamforming while prolonging the network lifetime.

III. E NERGY-EFFICIENT SCHEDULING ALGORITHM

In this section, we focus on transmission scheduling to
balance the energy consumption while prolonging the network
lifetime. We show that optimal scheduling has a complexity
that increases exponentially as the number of nodes increases.
Hence, we propose a heuristic algorithm to schedule beam-
forming transmission while balancing the energy consumption
over the entire network.



A. Problem Description

N nodes are deployed within a circle of radiusρ from the
origin in a polar coordinate system. The nodes are located in
the horizontal plane, zenith angleθi = π/2 for i = 1, ..., N ,
shown in Fig 1. Each node has an initial phase offsetϕi, carries
energyEi, and is located at (Ri, θi = π/2, φi). Ei ≤ Emax,
whereEmax is the maximum energy contained in one node.
Ri is the distance from theith node to the origin;θi ∈ [0, π]
and φi ∈ [−π, π] are the zenith and azimuth angles [3]. The
receiver is located at (Rd, θd, φd). The nodes are synchronized
and deployed in clusters, and the receiver is far away from
these nodes, i.e.Rd ≫ ρ. Hence, we assume that the propa-
gation loss is the same for all transmitters. All the assumptions
are also used in [12]. Each node has maximum transmission
power Pmax and the signal strength at the receiver needs to
be Gm times greater than the signal from a single transmit-
ter. All antennae are omni-directional and the initial phase
offsets, carried energy, and locations are known by a control
center, and the transmission schedule can be computed offline.
Then the transmission schedule is broadcasted to all nodes.
All transmitters have the same information before sending
it to the receiver. This may be achieved by using existing
protocols, for example [15]. We define one transmission as
a group of selected nodes using collaborative beamforming
to transmit one packet to the receiver. Maximizing the total
amount of data transmitted is equivalent to maximizing the
number of rounds. The network lifetime,p, is the number
of transmissions received by the receiver beforeη% nodes
are energy-exhausted. Table II lists the symbols used in this
paper. For simplicity, this paper does not consider near-field
interference or multiple-path propagation.

The phase difference of the electromagnetic waves from
each node at the receiver,∆ϕi(θd, φd), can be calculated as

∆ϕi(θd, φd) = ϕi +
2π

λ
Ri,d, (2)

∆ϕi(θd, φd) ∈ [−π, π]. Ri,d is the distance between theith

node and the receiver.

Ri,d =
√

(Xi − Xd)2 + (Yi − Yd)2 + (Zi − Zd)2

where Xi = Ri cos φi,Xd = Rd sin θd cos φd;
Yi = Ri sinφi, Yd = Rd sin θd sin φd;
Zi = 0, Zd = Rd cos θd.

For each round of beamforming transmission, the signal
strength at the receiver,r(t), is:

r(t) = ℜ(

N
∑

i=1

αik · ej(2πft+∆ϕi)), (3)

hereℜ is the operator taking the real part; we assume that
each node has only one power level to transmit. The termαik

is the transmission coefficient: αik = 1 when theith node
transmits in thekth round and zero otherwise.

To extend the network lifetime while balancing the energy
consumption, we need to satisfy the following conditions: (i)
The beam formed by the signals has the main lobe pointing
to the receiver. (ii) If theith node transmitsp times (i.e.
the network lifetime), the total energy consumption does
not exceedEi, the initial energy carried by the node. (iii)
Using beamforming, the gain of the constructive signals at the

TABLE II
SYMBOLS USED IN THIS PAPER

Symbol Section Definition Unit
N I Number of Nodes
ρ I Deployment Radius m

Gm I Minimum Signal Gain at Receiver dB
Etx(b, d) II-C Energy consumption for one node to

transmitb bits data to distanced
J

Erx(b) II-C Energy consumption for one node to
receiveb bits

J

Emax II-C Maximum Energy Contained in One
Node

J

Ei III-A Initial Energy in Nodei J
Ec,ik III-A Energy Consumed on Nodei in round

k
J

ǫe II-C Energy consumed on radio circuitry J
ǫa II-C Energy consumed on power amplifier J
β II-C Path-loss Exponent

Ga III-A Gain of Antenna Arrays dB
p III-A Network Lifetime
Ri III-A Distance from Nodei to Origin m
Rd III-A Distance from Receiver to Origin m
Ri,d III-A Distance from Nodei to Receiver m
θi III-A Zenith Angle of Nodei rad
φi III-A Azimuth Angle of Nodei rad
θd III-A Zenith Angle for the Receive rad
φd III-A Azimuth Angle for the Receiver rad
ϕi III-A Initial Phase Offset of Nodei rad

∆ϕi III-A Phase Difference of Signal from Node
i, at Receiver

rad

αik III-A Transmission Coefficient for Nodei in
roundk

η III-A Percentage of Energy Exhausted Nodes
(0 ≤ η ≤ 100)

%

U III-A Radiation Intensity W/unit
angle

AF III-A Array Factor
Pmax III-A Maximum Transmitting Power of One

Node
mW

γ III-C Rotating Degree rad
PP [5] Phase Partition Method
IPP IV-A Improved Phase Partition Method
EP III-C Energy and Phase, Our Method

receiver isGa andGa ≥ Gm. The wasted power is minimized:
Ga − Gm is positive but as close to zero as possible. (iv)
The energy consumption is balanced among all the nodes. To
determine whether these conditions are met, we need to know
the radiation intensity (signal strength) of the constructive
electromagnetic waves in each direction.

For a group ofN transmitters, the radiation intensity at a
far-field point [3] is expressed as:

U(θ, φ) = U0(θ, φ)|AF (θ, φ)|2,

whereU0 is the antenna element factor and the beamforming
array factorAF is

AF (θ, φ) =

N
∑

i=1

ej(∆ϕi(θ,φ)),

∆ϕi(θ, φ) is the phase difference of the signal from theith

transmitter at the far-field point (Rd, θ, φ) and can be calcu-
lated using equation (2). Inkth beamforming transmission
(k = 1, ..., p), the signal gainGa at the receiver’s location
(Rd, θd, φd) can be expressed as:

Ga(θd, φd) = |AF (θd, φd)|
2 = |

N
∑

i=1

αik · ej(∆ϕi(θd,φd))|2.

(4)



B. Optimal Scheduling for Beamforming Transmissions

Goal: Find a scheduleα to balance the energy consumption
over the network and maximizep. Here α is an N × p
matrix, αik is either 0 or 1 withi representing theith node,
i=1,...,N , and k indicates the current round of transmission,
k=1,...,p. The network lifetimep is the number of transmis-
sions achieved beforeη% nodes are energy-exhausted. Four
conditions listed in Section III-A can be formulated as:
Constraints:

1) The maximum radiation intensity is at the receiver’s
direction. Directivity of an antenna array is defined as
the ratio of the radiation intensity from the antenna array
in a given direction to the radiation intensity averaged
over all directions [3]. DirectivityDk(θd, φd) needs to
be the maximum, i.e. the main lobe points to the receiver.

Dk(θd, φd) = max(Dk(θ, φ))

= max( 4π·Uk(θd,φd)
R

2π

0

R

π

0
Uk(θ,φ) sin θdθdφ

). (5)

whereUk(θ, φ) = U0(θ, φ)|

N
∑

i=1

αik · ej(∆ϕi(θ,φ))|2

2) Total energy consumed on each transmitter is no greater
than its initial energy.

p
∑

k=1

αik · Ec,ik ≤ Ei, ∀i, 1 ≤ i ≤ N. (6)

3) For each round, the signal strength at the receiver,
Ga(θd, φd) is at leastGm times stronger than the signal
transmitted by a single transmitter.

Ga(θd, φd) ≥ Gm, ∀k, 1 ≤ k ≤ p. (7)
4) After k rounds of transmissions, no more thanη% of

nodes are energy exhausted, i.e. 1-η% of nodes have
remaining energy for at least one more transmission.

N
∑

i=1

σ(Ei −Ec,ik −

p
∑

k=1

αik ·Ec,ik) > (1−η%) ·N, (8)

whereσ(v) is the sign function:

σ(v) =

{

1, v ≥ 0
0, v < 0.

(9)

Transmission coefficientαik is required to be 0 or 1 for
all i=1,...,N andk=1,...,p. There are2Np potential schedules
for N nodes withp rounds of transmissions. To verify each
potential schedule with the four constraints, the complexity is
O(Np). Hence the total computation complexity to find the
optimal scheduleα is O(2Np). In this paper, we propose
a heuristic method for scheduling. We design an algorithm
which schedules nodes in each transmission based on their
remaining energy and phase differences at the receiver.

C. Scheduling Algorithm Based on Energy and Phase (EP)

A desirable algorithm should achieve more transmissions
before the same number of nodes become energy-exhausted.
To prevent the nodes with low remaining energy from being
energy-exhausted, the nodes with higher remaining energy
should be selected first. Meanwhile, the phase differences
of transmitters are also important. Two signals are canceled
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Fig. 2. Flowchart of Energy and Phase method

when they have 180 degrees phase difference. Therefore, the
nodes participating in each transmission cannot be chosen
based only on their remaining energy. Equation (4) shows that
smaller phase differences provide a larger gain. Our algorithm
chooses the nodes to participate in each transmission by giving
higher priorities to the nodes with (i) more remaining energy,
(ii) smaller phase differences relative to a reference phase at
the receiver. Equation (10) expresses the relationship between
the selected nodes and the corresponding signal gain at the
receiver in thekth transmission from Equation (4):

Ga(θd, φd)

= |
N
∑

i=1

αik cos(∆ϕi(θd, φd)) + j
N
∑

i=1

αik sin(∆ϕi(θd, φd))|
2

=
N
∑

i=1

N
∑

h=1

αik · αhk · cos(∆ϕi(θd, φd) − ∆ϕh(θd, φd)).

(10)
Here αik and αhk ( 1 ≤ i, h ≤ N, 1 ≤ k ≤ p) are the

transmission coefficients and(∆ϕi(θd, φd)−∆ϕh(θd, φd)) ∈
[−π, π]. Equation (10) shows that the gain of the antenna
array is related to the phase differences among the selected
transmitters.

For each roundk, we sort the nodes with their products of
remaining energyEi andcos(∆ϕi +γ ·k) in descending order
to determine their priorities. Here∆ϕi is the phase difference
of nodei, γ · k is the reference phase at the receiver, and we
nameγ to be the rotating degree. Rotating degreeγ is used to
avoid the case that some of the nodes can never be selected.
SinceEi is always a non-negative number andcos ∆ϕi is in
the range of [-1,1], the productEi · cos ∆ϕi is non-negative
when−π/2 ≤ ∆ϕi ≤ π/2. As a result, a transmitter is never
selected when∆ϕi is outside the range[−π/2, π/2]. However,



Ga is determined by therelative phase differences between
selected transmitters, not the absolute values of phases. To
avoid repetitively using the same nodes for transmissions,we
rotate the reference phase byγ degrees after each transmission.
The value ofγ has little effect on the overall beamforming as
shown in Section IV-C1.

To minimize the wasted power, we select nodes one by one
based on their priorities, the productsEi · cos(∆ϕi + γ · k).
After one node is selected, we calculateGa with all currently
selected nodes. IfGa ≥ Gm, currently selected nodes are
assigned to transmit for this round. These selected nodes
have their transmission coefficientαik=1. We increasek by 1
and recompute the number of energy-exhausted nodes. If this
number is smaller thanη%, we calculate the priorities with
their updated remaining energy and select the nodes for the
next round of transmission. If the number of energy exhausted
nodes is equal to or larger thanη%, we stop and return the
current value ofk as the network lifetime. The scheduling
algorithm terminates ifGa < Gm even when all nodes with
positive remaining energy are selected. This means no more
beamforming transmission can be achieved even though some
nodes still have energy left. Their phase differences are too
big to create a strong enough signal in the direction of the
receiver. Figure 2 shows the flowchart of EP.

For one round of transmission, the complexity to calculate
the product for priorities isO(N), to sort the priorities into
descending order requiresO(N log N). To calculate gain after
one transmitter is added requires time complexityO(N) using
equation (4). Since the maximum number of nodes that can
be selected in each round isN and there arep rounds
of transmissions, the gain calculation has a complexity of
O(N2p). This occurs only when all nodes are required to be
selected. In the worst case, the complexity of our algorithm
is O(N2p). The complexity can be reduced in two ways.
(1) From Gm, at least10

Gm

20 (Gm is the power gain in dB
and with no phase difference,N transmitters can achieve
N2 signal gain in the intended direction) transmitters are
needed to makeGa = Gm; hence, EP can start with10

Gm

20

transmitters. (2) Instead of adding one transmitter each time,
multiple transmitters can be selected so thatGa approaches
Gm faster.

IV. SIMULATION , ANALYSIS, AND EXPERIMENTS

Since PP does not adjust the number of transmitters based
on the signal strength required by the receiver, all nodes in
the same group transmit using their highest power in each
round. When the number of nodes is more than necessary, the
network lifetime is shorter because their transmitted power
is too high. Different from PP, EP schedules the transmitters
based on the minimum required signal gain at the receiver.
To make a fair comparison, we introduce an improved PP
that reduces the signal strength at the receiver by using lower
transmitting power.

A. Improved PP with Multiple Power Levels (IPP)

In this section, we improve phase partition by assuming each
node can use a lower transmitting power to avoid the over-
transmitted power at the receiver. The network lifetime using
this improved phase partition method (IPP) is then compared

TABLE III
SCENARIOSCONSIDERED INTHIS PAPER AND THE RATIO OF p USING EP,

IPP,AND PPTO THE UPPERBOUND. UPPERBOUND FORA1-A3 AND
C1-C3 IS 6250;FOR B1-B3 AND D1-D3 IS 3125.

Cases Algorithm Radiusρ Ei (J) p for Ratio
η = 100

A1 EP 100m Emax 5592 89%
A2 IPP 100m Emax 5530 88%
A3 PP 100m Emax 3438 55%
B1 EP 100m (0, Emax] 2807 90%
B2 IPP 100m (0, Emax] 1863 60%
B3 PP 100m (0, Emax] 1368 44%
C1 EP 1000m Emax 5571 89%
C2 IPP 1000m Emax 5540 89%
C3 PP 1000m Emax 3500 56%
D1 EP 1000m (0, Emax] 2814 90%
D2 IPP 1000m (0, Emax] 1853 60%
D3 PP 1000m (0, Emax] 1356 43%

with PP and EP. By allowing multiple transmitting power
levels, the normalized transmitting power (i.e. transmission
coefficient,αik) of each transmitter is a discrete number in
range [0,1]. CC2420 RF transceiver [1] is commonly used
in MICAz and other popular nodes and CC2420 offers 31
discrete RF power levels. Hence, we letαik be discrete in[0, 1]
with evenly divided 31 levels. Improved PP (IPP) calculates
the total phase difference of the transmitted signal from each
node at the receiver and then groups nodes based on their
phase differences. IPP estimates the signal strength at the
receiver based on the number of nodes that still have energy
for transmissions in the currently selected group and adjust
the transmitters’ power. For example, if all nodes transmit
using Pmax, the signal strength at the receiver is 4 times
higher thanGm, then each node reduces its transmission power
level to Pmax

4 . The over transmitted power at the receiver can
be reduced and the energy is saved for later transmissions;
therefore, network lifetime is extended. In this paper, to reduce
the algorithm’s complexity, we assume that using IPP, the
transmission coefficients for the nodes in the same group are
adjusted to the same level, even though the remaining energy
of each node in the same group may not be the same.

B. Evaluations

For N=100 nodes, we consider 12 scenarios with 3 factors:
(1) scheduling algorithm, EP, PP, or IPP with 31 power levels;
(2) deployment radiusρ, 100 meters or 1000 meters; (3)
distribution of initial energyEi, Ei = Emax for all nodes
or Ei is uniformly random distributed in range (0,Emax]. All
scenarios are listed in Table III. The receiver is at a far-field
point on the x-axis,Rd = 10000m, θd = π/2, φd = 0. From
Section II-C, Emax = 1000J and the energy consumption
Ec,ik = Etx(b,Ri,d), whereb is the size of the transmitting
data in bits,Ri,d is the distance from the nodei to the
receiver. The receiver requires the minimum signal gain,Gm,
to be 20dB, i.e. the gain of radiated power at the receiver
to be 100 times higher than using an individual transmitter.
Since the radiation power is proportional to the square of
the amplitude of the radio wave,Gm = 20dB requires 10
transmitters if they have no phase difference. In all scenarios,
Rd = 10000m, hence, the upper bound ofp for N=100
nodes is Emax·N

10·Etx(b,Rd) = 6250 when Ei = Emax. In other
scenarios, whenEi is uniform random distributed between (0,
Emax], the expected mean value ofEi is Emax

2 and the upper
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Fig. 3. Network lifetime,p, increases as higher percentages of energy exhausted nodes, η.

bound of p is 3125. We useγ = 2π/6 in EP, 6 groups in
PP and IPP in comparisons. From the simulations, Table III
lists the network lifetime atη% = 100% in all scenarios and
the ratio of the network lifetime using EP, IPP, and PP to
the upper bound ofp. The simulation results show that in all
scenarios, EP achieves nearly 90% network lifetime compared
with the upper bound. For A1, A3, C1, and C3, EP extends the
lifetime by almost 60%. For scenarios B1, B3, D1, and D3,
EP almost doubles the network lifetime. EP achieves slightly
more transmissions (roughly 1%) than IPP in scenarios A1-
A2 and C1-C2; in scenarios B1-B2 and D1-D2, EP achieves
approximately 50% more transmissions respecting to IPP. We
further evaluate EP by comparing it with IPP and PP with the
following metrics: (i) network lifetime with different numbers
of energy-exhausted nodes, (ii) signal strength at the receiver
in each round, (iii) remaining energy after 1000 rounds of
transmissions, (iv) directivity, e.g. roundk =500, 1000, and
2000.

1) Network Lifetime:Figures 3(a) and 3(b) show the num-
ber of successful beamforming transmissions (i.e.Ga ≥ Gm)
versus the percentage of battery-exhausted nodes. A better
algorithm can provide a longer network lifetime for a given
η. In Figure 3(a), the six lines from the top to the bottom
show the network lifetimep with η changes in scenarios
A1-A3 and B1-B3. Figure 3(b) shows the scenarios C1-C3
and D1-D3. From these figures we see that EP extends the
network lifetime by at least 60% compared with PP. This
is because phase partition divides transmitters into groups
without considering their remaining energy. Transmittersin the
same group participate in the same number of transmissions.
However, their initial energy may be different, in scenarios
B3 and D3. Since nodes in the same group carry different
amounts of initial energy, after some rounds of transmission,
nodes with low initial energy become energy-exhausted. In B3
and D3, the number of energy-exhausted transmitters grows as
the number of transmissions increases forη% ≤ 50%. When
η% > 50%, p saturates. This is because after these many
transmissions, too many nodes are energy-exhausted in some
groups and the signals from these groups are too weak for
the receiver. When this happens,p becomes a constant asη
increases. When the initially carried energy for all nodes is
the same, this problem doesn’t occur. As shown in scenarios
A3 and C3,Ei = 1000J, using PP makes all sensor nodes
deplete their energy almost at the same time. However, if the
number of nodes in a group is more than necessary, the signal
strength at the receiver is higher than the requirement and

energy is wasted. The network lifetime can be further extended
by reducing this over-transmitted power.

Compared with PP, IPP reduces the over-transmitted power.
With a small enough step-size (e.g. 1/31 in these simulations),
the gain of the signal at the receiver can be adjusted to
meet the required signal gain. In Figure 3(a) and 3(b), IPP
prolongs the network lifetime by 60% and 58% in scenarios
A2 and C2. In scenarios B2 and D2, using IPP, nodes in the
same group may not have the same amount of initial energy,
but the same number of transmissions are assigned to these
nodes. Ask increases, nodes with low initial energy become
energy-exhausted. This causes the number of available nodes
in some groups to become too small to achieve beamforming
transmissions and reach the receiver, even though some nodes
still have large amounts of remaining energy. Therefore, IPP
cannot extend network lifetime too much when the initial
energy in each node is random.

Different from PP and IPP, EP gives higher priorities to the
nodes with more remaining energy and the energy consump-
tion is balanced among all nodes. Therefore, regardless of the
condition of initial carried energy, all nodes start to deplete
their energy at approximately the same time. In scenarios
B1 and D1, the initial energy in all nodes is between 0
and 1000J; in scenarios A1 and C1,Ei = 1000J for all
nodes. EP schedules transmissions to the nodes with higher
remaining energy. As a result, the network lifetime is almost
a constant as the number of energy-exhausted nodes increases.
Compared to PP, EP (scenario A1 and C1) has largerp’s
because EP reduces the over-transmitted power by using only
the necessary number of transmitters. Since IPP reduces the
transmitting power, it achieves the same network lifetime as
EP. We do not consider propagation loss and energy consumed
on data sharing, soρ has little effect on network lifetimes. In
the following analysis, we use scenarios B1-B3 to analyze the
performance of EP, PP and IPP.

2) Ga in Each Transmission:The receiver requires a mini-
mum signal gain,Gm. When the signal gain at the receiver is
much larger thanGm, energy is wasted. Figure 4 shows that
using EP, the gain of the antenna arrays at the receiver is very
close toGm in all rounds.Gm is satisfied for all rounds of
transmissions, until no more beamforming transmission canbe
achieved. In contrast, PP exceedsGm substantially in the first
1000 rounds of transmissions and wastes energy. After 1000
rounds of transmissions, the numbers of remaining nodes in
some groups are too small; hence the signal transmitted by
these groups cannot be received. Compared with PP, in the
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1000 rounds of transmissions with differentγ
in scenario B1.

first few hundreds rounds of transmission, IPP reduces the
signal gain to meetGm. The energy saved in these rounds of
transmissions are used in the later transmissions. Hence, in the
later transmissions, IPP has stronger signal gain than PP.

3) Change in Remaining Energy:Considering scenarios
B1-B3 in Table III, Figures 5 shows the distribution of the
initial energy and the remaining energy after 1000 rounds
of beamforming transmissions using EP, IPP, and PP. Using
EP, no node depletes its energy. Most of the nodes have
remaining energy greater than 30% and the number of nodes
with low energy are kept almost the same as in initial carried
energy. Compared with both IPP and PP, EP has fewer energy-
exhausted nodes for the same number of transmissions and
prolongs the network lifetime.

4) Directivity: Figures 7(a)-7(c) show the radiation patterns
in the x-y plane, whereθ = π/2, φ = [0, 2π], using both
methods in the transmission roundsk=500, 1000, and 2000.
In each figure, the solid line represents the radiation pattern
when EP is used; the dashed line shows the radiation pattern
when PP is used; the dash-dotted line is the radiation pattern
when IPP with 31 transmission power levels is used. As
mentioned in Section III-A, the main lobe should point to the
direction of the receiver. The receiver is at (Rd = 10000m,
θd = π/2, φd = 0) in these simulations, so the main lobe
should point to0◦. As expected, the main lobe in each figure
points to the intended direction. The value of directivity in
each plot shows the ratio of the radiation intensity in the
intended direction to the radiation intensity averaged over
all directions. In each figure, the radiation intensity in each
angle is normalized to its local maximum value, i.e. the
maximum radiation intensity in the 2-D plane when using all
three algorithms in that round of transmission. Therefore,the
radiation intensity in two different plots may not be normalized
to the same value.

Since EP selects transmitters based on the required signal
strength at the receiver, the radiation intensity of the solid
line at 0o is very close to the minimum radiation intensity
required by the receiver. In the first few hundreds rounds
of transmissions (e.g.500, and1000), phase partition wastes
power by using too many transmitters. Figure 7(a), and 7(b)
show that in the intended direction, PP has a larger gain
compared with EP. As more transmissions have completed,
some of the nodes deplete their energy. Thus the number
of nodes in some groups decreases and their constructive
electromagnetic waves are too weak to be received. Figure
7(c) show that whenk = 2000, using phase partition, the
signal cannot reachGm in the intended direction.

IPP adjusts transmission power to a lower level if the gain of
the signal at the receiver is stronger than necessary. In Figure
7(a)-7(c), the shape of the IPP radiation patterns are the same
as PP. In Figure 7(a) and 7(b), IPP has weaker signals than
PP, i.e. IPP has less over-transmitted power than PP.

C. Sensitivity Analysis of EP

In this section we perform a sensitivity analysis on EP using
the following metrics: (i) rotating degree of the referencephase
γ, (ii) network lifetime affected by phase uncertainties.

1) Rotating Degreeγ: In Section III-C, we mentioned that
in order to avoid using the same nodes repetitively, we rotate
the phase reference at the receiver byγ after each round of
transmission. Sincecosine is a periodic function for every
2π and symmetric within2π, we selectγ in the range of
(0, π]. Figure 6 shows the energy distribution for initial and
remaining energy after 1000 rounds of transmissions when
γ = π/50, π/10, π/5, π/4, π/3 and π. The initial energy
is almost uniformly distributed. Whenγ is too large (e.g.π),
after 1000 rounds of transmissions, more than 60 nodes have
energy less than 30% but nearly 10 nodes still have energy
as high as 90%. This shows thatγ cannot beπ to balance
nodes’ remaining energy. Forγ = π/50, π/10, π/5, π/4,
andπ/3, after 1000 rounds of transmissions, nearly 60 sensor
nodes have 40% to 60% energy left and the number of nodes
with low energy (i.e. less than 30%) is around 40. From the
simulation, we see that the value ofγ has little effect on the
energy distribution after 1000 rounds of transmissions as long
asγ is small.

2) Phase Uncertainty:So far, we assume that we know the
location and the initial phase offset of each node. Therefore,
we can calculate the phase difference of the signal from
each transmitter. In this section, we relax the assumption
and examine the effects when the phase difference of each
node is uncertain. Our algorithm selects nodes for each
round of transmission based on the estimated signal strength
at the receiver. This requires accurate knowledge of phase
differences. When the phase differences are uncertain, the
actual transmitted signal strength may be different from the
estimation and beamforming may fail. To compensate the
uncertainties, we adjust our estimation based on beamforming
efficiency. Beamforming efficiencye, is an estimated ratio of
the achieved signal strength and the highest possible signal
strength when the phase uncertainties of every node are in a
certain range [7]. Figure 8(a) shows both amplitude and power
when phases are uncertain. At point A, the maximum phase
uncertainty isπ/3 (i.e. all 100 nodes have phase uncertainties
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Fig. 7. Radiation patterns for thekth round of transmission using EP, PP, and IPP. Legends on the bottom show the directivity. Since the selected transmitters
in each round are different using EP, PP, and IPP, the directivity are different in each round. Compared with PP and IPP, EP always has a higher directivity,
which means the radiating energy is more concentrated in the receiver’s direction.
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Fig. 8. (a) Beamforming efficiency vs phase uncertainty. For 100 nodes, phase uncertainties are randomly
generated each time. Beamforming efficiency is averaged by 100 trials. (b) Using scenario B1 as an
example, with the raised threshold, more transmissions become successful. (The curves have fluctuations
due to the inputs are uniform random numbers.) Fig. 9. Setup in our outdoor experiments.

in the range of [0, π/3]). The actual transmitted signal strength
at this point is roughly 67% compared with the signal strength
when the phases’ have no uncertainty.

In Figure 8(b), the first line from the top shows the max-
imum number of transmissions achievable when there is no
phase uncertainty. The number of successful transmissionsis a
constant. The lowest line is the actual number of transmissions
that can be successfully received when the estimated phase
is uncertain. As the phase uncertainty increases, the total
number of successful transmissions decreases. For the phase
uncertainty greater than 1.5 rad, there is almost no successful
transmission. To compensate the phase uncertainties, we adjust
our transmitter selecting thresholdGm based on beamform-
ing efficiency. Beamforming efficiency is an average signal
strength for the given phase uncertainty, shown in Figure 8(a).
According to Figure 8(a), we estimate that signal strength at
the receiver would bee · Gm, wheree is the corresponding
beamforming efficiency for the given phase uncertainty. To
compensate the phase uncertainties, we raise the threshold
for each round of transmission fromGm to Gm/e and more
nodes are selected in each transmission. The solid line shows
the maximum number of transmissions that the network can
achieve with the raised threshold and the number of trans-
missions decreases as the phase uncertainty increases. This is
because the large phase uncertainty gives lower beamforming
efficiency and requires a higher threshold. After applying
this change to the threshold in EP, our simulation result
shows that with the raised threshold, the number of successful
transmissions increases compared with the lowest line. Since
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Fig. 11. Compare the radiation pattern at the angle from 90 to 180 degree.

phase uncertainty is random ande represents the relationship
between beamforming efficiency and phase uncertainty in the
average case, the actual number of successful transmissions
cannot reach the maximum number of transmissions shown
by the solid line.

D. Validation

We designed a testbed and performed outdoor experiments
with up to 8 transmitters, shown in Figure 9. The preliminary
results roughly match the theoretical prediction of the radiation
pattern and validate our simulation. These experiments were
conducted in an empty soccer field. We use 27MHz as the
carrier frequency (λ ≈11m). All antennae are connected to
the same signal source through grounded coaxial cables. This
setup ensures that the signal into each cable is in phase and has
the same frequency. By changing the relative locations of the
antennae, we measured the radiation patterns and compared
them with the simulation results. The received power was
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Fig. 10. (a) Eight transmitters deployed in a circle with radius = 1λ. (b) Simulation radiation pattern, signal strength in each angle is normalized to
the maximum signal strength. (c) Radiation pattern from measurement, signal strength measured in dBm.

measured and recorded by a power spectrum analyzer. The
transmitters are approximately 90m from the receiver.

Figure 10 shows one of the experiments with 8 trans-
mitting antennae. Figure 10(b) shows the expected radiation
pattern from simulation. Figure 10(c) shows the measured
signal strength. Since the radiation pattern is symmetric,we
measured the signal strength only in the second quadrant
(φd = [π/2, π]). In Figure 11, our data show similar radiation
pattern as the simulation: has three peaks and three nulls,
around90◦, 125◦, and155◦, with the highest peak point at90◦.
The nulls are at around115◦, 145◦, and170◦. The radiation
intensity at 90◦ is about 25dB stronger than at140◦. Our
measured result does not show a null at115◦ and the pattern
is shifted by roughly 10 degrees to the left. The error may
arise due to the following reasons: (i) The locations of the
transmitters and the receiver are not precise. We estimated
that the maximum error in distance is 0.5m. (ii) The radiated
signal from each transmitter has small phase difference. We
measured the phase difference due to the cables and connectors
and discovered that one pair had 30◦ phase difference from the
others. The other pairs had phase differences less than3◦. The
dashed line in Figure 11 shows the simulation result when one
of the transmitters has 30◦ phase difference. This also shows
a shift to the left, consistent with our measured result.

V. CONCLUSION

Collaborative beamforming increases the transmission range
and enhances energy efficiency in wireless sensor systems.
This is the first paper to study maximizing the network life-
time using collaborative beamforming. We propose a heuristic
algorithm to schedule nodes for beamforming transmission.
Our algorithm achieves 60% more beamforming transmissions
than phase partition.

VI. FUTURE WORK

Our work can be extended by considering multiple power
levels in each transmitter and the energy consumed on data
sharing. This paper assumes transmissions are ISI (inter-
symbol-interference) free, the highest transmitting powers and
the energy loss due to propagation for all transmitters are the
same. A more accurate energy model and a complex channel
model (e.g. multi-path) may be adopted in a future study.
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