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Abstract—We consider a huge hierarchical sensor network of which are as follows:

consisting of millions of sensors arranged in clusters for scal-
ability and cost-performance. We address the problem of how a
centralized gateway can estimate the number of sensors affedte
by a certain event. We propose a scheme for solving this problem
in the most efficient way in terms of communication cost, and a
complete mathematical analysis of the estimation error. We show
that the error of the new scheme is very small even if the number
of sensors experiencing an event is several million.

o The sensors do not need to participate in a routing

protocol, which would require them to expend a lot of
energy because of the network size [19].

The routing of a message from a sensor to the root
gateway is fast, reliable, and simple. In the 4-tier model
considered above, the messages go through three broad-

cast domains: from a sensor to an area gateway, then to
a regional gateway, and finally to the root gateway. If the
various gateways are connected to a permanent power
supply, they do not need to switch their communication
module on and off. Hence, it takes less than a second for
a message to reach the root gateway [24].

« This is probably the only architecture that can be used for
a huge sensor network consisting of millions of devices
and covering a gigantic area [2], without being restricted
by topography, weather, and other constraints.

I. INTRODUCTION

In sensor networks, sensors probe the surrounding environ-
ment and generate reports of the collected readings. Using
wireless communication, these reports are sent to a control
center, usually through a gateway deployed in the physical
proximity of the sensors [21]. Although one possible apphoa
for designing a sensor application is to deploy homogeneous
sensors and program each one to perform all possible applica
tion tasks, this yields a flat, non-scalable network of hoeiog
neous nodes. An alternative, multi-tier approach is to wde h This paper addresses one of the most important problems in
erogeneous elements. In this approach, resource-caredrai such a multi-tier, gigantic sensor network: collecting ortant
low-power elements are in charge of performing the simpteal-time information from the sensors in a scalable way
tasks, such as detecting scalar physical measurementg, whiile preventing feedback implosion. In many sensor networ
stronger devices, called gateways, perform complex tasis s applications, the root gateway needs to know not only about
as routing and resource management [1]. A large-scale cdbe occurrence of specific events, but also about their Séate
effective sensor network that consists of millions of nodas instance, the gateway is likely to be interested not onlyhin t
be realized only by means of a multi-tier wireless networkletection of a sudden temperature increase by the sensors, b
where every tier employs a different wireless technologyhs also in the number of sensors experiencing this event. lgavin
an architecture allows the sensors to be controlled andhalarevery sensor notify the gateway would result in feedback
received quickly and reliably. implosion due to the huge number of sensors. The scheme

As an example, consider a 4-tier, large-scale sensor nietwddroposed in this paper informs the root gateway of the number
The bottom tier of such a network consists of millions off sensors experiencing a given event without requiringheac
sensors deployed throughout a country or a continent a@dthem to send its own notification message.
divided into areas. WiFi technology is used to give each The main idea behind the proposed scheme is that only a
sensor direct wireless connectivity with an area gatewagmall fraction of the sensors notify their area gatewaysclwh
There are thousands of such gateways, divided into regiahen forward only some of these notification messages to the
that are controlled by regional gateways. The area gatewaysper-level gateways. Thus, only a few messages (less han 1
can communicate with their regional gateways using WiMaarrive at the root gateway, which then processes them with ou
Finally, the regional gateways are connected to a cenggilizestimation algorithm and gets a precise estimate of the Bumb
root gateway by means of a satellite channel. of sensors experiencing the event. We show that the error of

This architecture has several advantages compared to atfi@ new scheme is very small even if the number of nodes
network with homogeneous devices [12], the most importaaexperiencing an event is several million. Moreover, we show



that the communication cost of the proposed scheme is heriodically polls the sensors, and those experiencingteat
minimum one could achieve, because each gateway needsednd a reply.
send only 2 messages. While receiving messages from all the sensors experiencing

The rest of this paper is organized as follows. In Section & given event may be useful in certain circumstances, it may
we present related work. In Section Il we describe an axgsti result in feedback implosion if a large group of sensors send
scheme and extend it for a hierarchical sensor network. timeir messages simultaneously. One solution to this pnoble
Section IV we present a new scheme, analyze it, and shiavdata aggregation and directed diffusion [10], in which
that it can reduce the communication cost by a factor of 18ensors or intermediate gateways merge received messages
In Section V we present simulation results and in Section \@nd send the combined message to the central gateway. Our
we conclude the paper. paper addresses this problem in a different way, by askiag th
reporting sensors to wait a random time before sending their
messages, and by allowing only the first sensors to send their

In this section we present works related to the consideresports. Using an estimation scheme like the one proposed in
sensor network architecture and works related to real-tifig for a flat wireless network, a gateway can estimate the
estimation schemes. actual number of sensors experiencing the considered avent

Many papers develop and study routing problems for hits region. We elaborate on this scheme in Section III.
erarchical sensor networks. One of the two most commonOther estimation schemes were optimized for different ap-
approaches is to designate some of the sensors as clustisr hggication scenarios. In [3], [4] the authors estimate thmhbar
through which messages from the rest of the sensors will béreceivers in a multicast group. To avoid feedback im@osi
routed to a central gateway. LEACH [8] selects these clusteot all the receivers send a message to the sender. Rather,
heads randomly and periodically rotates this role. PEGASEach one sends a message with a predefined probabiliiye
[14] builds paths from the sensors to the central gateway, sender usep and other parameters to estimate the number of
routing is done in flat sensor networks [9]. receivers.

The multi-tier approach considered in this paper is difiere A timer based scheme for estimating the number of hosts
and is more suitable for very large scale sensor networkantending for access to a shared ALOHA channel is given
Here we assume that strong gateways, which are connedted13]. The scheme is derived from the probabilipy,
to a continuous power source, are located in advance in tfea successful access during the first transmission given a
same way that cellular base-stations are located in a aellubuccessful delivery of the packet. To this end, each coirignd
network. In [22], the authors provide a time synchronizatiohost indicates in every transmitted packet whether thiketac
algorithm for such networks. In [11], the authors employ & being transmitted for the first time, or whether it hasadiye
hierarchical sensor network for a video over IP application experienced a collision.
this application, home sensors detect user presence add sen
report messages via intermediate access points to an ada he Ill. A HIERARCHICAL IMPLEMENTATION OF NATO!
end. The latter is in charge of starting, halting, and ptiiirig In [7], the authors propose a scheme called NATO! for
streaming information originating at every camera. estimating the number of affected nodes in a 1-tier (flat)

Habitat monitoring can also take advantage of hierarchidagtwork. In this section we summarize this scheme and then
sensor networks. In [15], the authors spread sensors ort G&W how it can be extended for a multi-tier network.

Duck Island that measure environmental characteristich su The scheme is optimized for a flat network where a gateway
as temperature, pressure and humidity. The authors of [i8pble to broadcast a message to all the nodes, and the delays
extend this idea and provide fault tolerance and distribut®etween the nodes and the gateway are equal. According to
storage in their sensor network. this scheme, the gateway broadcasts a STARTmessage

In [20] the authors address the problem of gateway positiofidicating that after time, it wishes to receive RPRT mes-
ing in a hierarchical sensor network in order to increass@en sages from a subset of the affected nodes. The affected nodes
lifetime. A 3-tier hierarchical sensor network built usioff- are those that experience the considered event. Everyedfec
the-shelf hardware and software is presented in [5]. A modepde chooses a random timer in the ramget, + 77, using
for hierarchical in-network aggregation in sensor netwaigk @ known probability distribution functiod”, and if when the
presented in [6]. timer expires, the other affected nodes have sent fewer than

A common criterion for a sensor to send its measuremeit RPRTs to the gateway, the considered node should send a
is the fulfillment of a certain condition or event regardimgt RPRT.
measured attribute. For example, sensors measuring tempefs a result of this scheme, the gateway receie&PRTs
ature in some geographical region may send messages t8Ugng [to,to + 7. It then executes the following algorithm.
central gateway once the temperature exceeds a given thresigorithm 1: (the algorithm developed in [7] for the root
old. These messages may be synchronous or asynchronggteway to estimate the numbewof affected nodes from the
In the asynchronous model [16], [17], whenever a certaffist N RPRTSs)
condition or event takes place, a sensor sends a messape. IntA) Receive the firstVn RPRT messages at times <
synchronous model [23], the central gateway or cluster head ... < ZN.

Il. RELATED WORK



B)  Using the Newton-Raphson method, find the greatest the scheme is equal {6+|(N + 2), where|G]| is the total
root r of the following equation: number of gateways. Because we do not make any assumption
regarding the distribution of affected nodes in the netwarky
estimation scheme must involve all the gateways. Moreover,
B in every scheme every gateway must receive a message when
the scheme is initiated by the root and send a message after
C) The estimated number of affected nodes is’\%. it acquires data. Hence, we believe that the minimum number
It is shown in [7] that in a flat network (one broadcasPf messages requires by any schems|@| + C', whereC' is
domain) with thousands of affected nodes this algorithridgie @ constant that does not depend on the network structure. In
an estimation error of 1%. the next section we present a new scheme that achieves this
We now modify this scheme to fit a hierarchical sens¢pWer bound.
network. We consider a logical tree structure withlevels
of gateways. The root is referred to as a Lelehateway
and it has direct wireless connectivity with multiple LevelA The New Scheme
(L —1) gateways. The latter have direct wireless connectivity In this section we propose an alternative scheme that sig-
with Level{L — 2) gateways, and so on. At the bottom levelnificantly reduces the communication cost without affegtin
each Level-1 gateway has direct wireless connectivity With the precision. The main idea behind this scheme is as follows
sensors. Figure 1 shows an example foe= 2. Some of the The root gateway needs to get thesmallest reporting times
sensors experience an event. Recall that these sensolls@redt the network nodes. However, this requirement should not
referred to as “affected nodes.” necessarily be translated into the requirement that evevelL
Scheme 1, presented below, implements NATO! hierarchi-gateway will get thelV smallest reporting times of affected
cally. The main idea behind this scheme is that a Lévelodes in its subtree. If the number of Levegateways is
gateway relays towards the root the firétRPRTS it receives much larger thanV, there is a very small probability that
from its Level{i — 1) gateways. several RPRTs of affected nodes from the subtree of the
Scheme 1. (using NATO! hierarchically) same Level- gateway will fall into the list of theV smallest
A)  The root gateway broadcasts a STARY) message, RPRT transmission times to be received by the Lgvel-1)
where t, is the time after which RPRT messagegateway. Therefore, it might be sufficient for every Level-
can be sent from the affected nodes to the Lavelgateway, wherel < ¢ < L — 1, to get only theN;, < N
gateways. smallest reporting times in its subtree. In such a case, the
. o - L-1
B) At time ty, each affected node performs the fol- communication cost of the schemeNst+> ;""" N;-B;, where
lowing steps: B; is the number of Level-gateways.
B1) It chooses a random time in the range  This idea is translated into the following scheme:
[to, to + T, using a known probability dis- ~Scheme 2: (H-NATO!)
tribution function F'. A)  The root gateway broadcasts a STAR]J) message,
B2) If the number of RPRTs sent befoteby where ¢, is the time after which RPRT messages
the other affected nodes to the gateway of can be sent from the affected nodes to their Level-1

1+
r r—1

+...+

A+ ——+In(1-— =0.
rfN+1+n( F(zn)) =0

IV. THE H-NATO! SCHEME AND ITS ANALYSIS

v is smaller thanN, v sends a RPRT to gateways.
this gateway. Otherwise, it does not send a B) At time ¢y, each affected node performs the fol-
RPRT. lowing steps:

C) For every leveli: By time to + i - T, every Level- B1l) It chooses a random time in the range

1 gateway has theV times zq,...,x associated
with the first N RPRTs it has received from its
downstream gateways (if > 1) or affected nodes B2)
(if i = 1). For everyj from 1 to N, if the number of
RPRTSs sent to its parent Level+1) gateway before
to+i-T+x; is smaller thanV, the considered Level-

i gateway should send to its parent gateway a RPRTC)
at timety + ¢ -1 + ;.

[to, to + T, using a known probability dis-
tribution function F.

If the number of RPRTs sent befar¢o the
Level-1 gateway ofv is smaller than/NVy,
thenv should send a RPRT to this gateway.
Otherwise, it should not send a RPRT.

For every level < L —1: By to+1i-T, every Level-

i gatewayg has received thév; timeszxy,...,zn,

In Scheme 1, by time, + nT, the root gateway knows the
transmission time of the firs RPRTs sent by the affected
nodes and it can run Algorithm 1 to estimate the number of
affected nodes.

Scheme 1 requires each Levelgateway to receiveN
RPRTs. This is in addition to 2 control messages, START and
STOP, sent by each gateway. Thus, the communication cost

associated with theV; first RPRTs it has received
from its downstream gateways (if> 1) or affected
nodes (ifi = 1). For everyl < j < N;, if the
number of RPRTs sent to the parent Leyek 1)
gateway ofg beforety + i -1 + z; is smaller than
N;11, g sends to its parent Levél-+ 1) gateway a
RPRT atty + i - T + ;.
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Fig. 1. An example of a 3-tier sensor network hierarchy

D)  The root gateway uses th§ RPRTs it receives as  affected Level-1 Level-2 (Rooi
input to Algorithm 2, to be described later, in order nodes gateway gateway
to estimate the number of affected nodes. START

Implementation Notes: START -

1) In both Scheme 1 and Scheme 2, it was assumed that | RPRT

all gateways and sensors are synchronized to a common - RPRT
clock or that all gateways and sensors of the same level STOP L
receive the START message at the same time. Such [ RPRT
an assumption can be easily realized in the consid-
ered wireless networks (WiFi, WiMax, satellite, etc.). ﬂ,
However, H-NATO! can also be executed in a system .
where there is no common clock and there is a variable .
delay between a gateway and its downstream gateways RPRT
or sensors, provided that each gateway knows the delay
D, to/from every downstream gateway or sengoand - STOP
that j knows the delay to its parent gateway. In such

2)

a system the following adjustment should be used. Let
D; be the delay from a Level'gateway to nodg, and Fig. 2. An example of the new scheme with two levels

let D = max;(D;) be the maximum delay. The Level-

gateway adds the value @ to the START message it

broadcasts, and each nogleshould wait a time period for 1 < j < [, — 1. In such a case this scheme reduces the
of D — D; before running Scheme 2. N communication cost of Scheme 1 by a factof Moreover,
RPRT messages are subject to loss due to collisions ofhg communication cost for the new scheme with= 1 for
contention channel or to transmission errors. To addreps: ; < 1, — 1 is probablythe best one may achieve, because
this problem, we enhance Scheme 2 with the following, sich a case every gateway is required to send approximatel
reliability mechanism. Upon receiving a RPRT, a Levely, o messages, i.e., a START and a STOP.

i gateway sends a confirmation to the sender. A RPRT\ye are now looking for an estimation algorithm to be
sender that does not receive a confirmation within @ by the root gateway in step (D) of Scheme 2. With
time-out period resends its RPRT, and specifies the Oﬁsfﬁbh probability, even ifN; = 1 for everyi < L — 1, the

between its current local time and the time of the origin%ot receives theV almost smallest RPRT times sent by the
RPRT. affected nodes. This may suggest that Algorithm 1 can be used

Figure 2 depicts the new scheme for 2 levels, whgn= 1. in this case as well. In Figure 3 we see the estimation error
In what follows we concentrate on the case whé&fge= 1 as a function ofN when running Scheme 2 with Algorithm



08 " Alg. L n Schéme 2 order. Thus, the times during which the root gateway reseive
the N RPRTs areYy,...,Yy. Let m; be the total number of
affected nodes in the subtree of gatewaySince X; is the
03t 1 minimum of m, independent uniform random variables, we
get:

04

0.2 -

P(X;>z)=PU>x)™ =(1—z)™

0.1 [

Estimation error

whereU is a uniform random variable ofd, 1].

of 1 Therefore,
o1 \ Fx,(x)=P(X;<z)=1—-(1—2)™
02 ‘ ‘ ‘ ‘
5 10 15 20 25 30 and
Number of RPRTSs (N)
Fi . . . . . dFX _ ) m;—1
g. 3. Estimation error vsN when Algorithm 1 is used in Scheme 2 fx, () = () =m; - (1 —2x) .

dx

The joint density ofYy, ..., Yy is:
1 while N; = 1 for everyi < L — 1. The estimation error is
defined byM wherer.stimatea 1S the estimated v Wiy yN)dys -+ - dyy
number of affected nodes angl.,; is the real number. For this — P(oneX; is in (yi,y1 + dy1), ...,
graph we simulated a network with two levels of gateways: 1 L
root and 100 Level-1 gateways. Each Level-1 gateway has a oneX; is in (yn,yn + dyn),

random number of affected nodes, uniformly distributechiai t all other X;'s are in(yny, 1))

range [1,1000]. We can see that the error is significant, and = Z P(Xi, € (yi,y1 +dy1)) ...~
that it does not converge to 0 whénhincreases. There are two (i1sin )€l

reasons for this error. First, each Level-1 gateway may have P(Xiy € (yn,yn + dyn))

a different number of affected nodes. Thus, the transnmssio

times of the RPRTs sent by these gateways to the root are not P((B — N) other X;'s are in(yn, 1))

from the same distributions. Algorithm 1, however, regsire = Z mi, (1 —y1)™ "y -
that all affected nodes use the same (known) distributioanwh (i1,-in)ET

deciding the transmission time of their RPRT message [7]. miy (1 —yn)™~ tdyy

Second, theV RPRTSs received by the root are not guaranteed (1— yN)Zje{l ,,,,, BY— (i1, iy ) M

to be those with the earliest transmission time. For example

if an affected node of the first Level-1 gateway sends the fikghere
RPRT and another affected node of the same gateway sends
the next RPRT, this second RPRT is not forwarded by the I={(i1,...,in)|Vj:1<4;<B A
Level-1 gateway to the root. Consequently, the input to the ik i, # i)

algorithm is not accurate. ’ I b

B. A New Estimation Algorithm is the set ofV-tuples of pairwise different indexes in the range
1,...,B.

We now develop a new estimation algorithm to be exeCUtedTherefore
by the root in Scheme 2. We assume that the root knows

the numberB of Level-{L — 1) gateways, the numbe¥ of Frrvn Wi, UN)

RPRTSs it receives, and the times these RPRTs were sent by the mi —1

affected nodes. The algorithm requires that each Lélel1) = 2 mall—g)mh

gateway send at most one RPRT to the root, containing the (Gaeensin )€l

smallest RPRT time sent by all affected nodes in its subtree. My (1= yn)™in !

This means that for every < ¢ < L — 1, N; = 1. Recall (1— yN)Eje{l ,,,,, B} —{iy,...iny} M

that with these values, the communication cost of Scheme 2

is minimized. We now use the maximum likelihood method to find the
Let F be a uniform distribution function over the intervalvalues ofmy,...,my that maximizefy, . vy (v1,---,yn)

[0,1]. Thus, for everyz € [0,1], F(x) = = and f(z) = 1. where yq,...,yny are the times when théV RPRTs are
Let B be the number of LevelZ — 1) gateways. Let random received by the root. First, note thet, v, (v1,...,yn)
variable X; be the time a Leve(Z — 1) gatewayi receives is a symmetric function ofny,...,my. In other words, any
a RPRT from its descendants, wheie= 1,...,B. Let permutation ofnq,..., my Yields the same value gf. There-
Y1,...,Yp be the sequencd’, ..., Xg sorted in ascending fore, the maximum off is achieved form; = ... = my. The



intersection off with the plane defined byn; = ... = my where

in the (V + 1)-dimensional space is a function
E(M) = / —dyy ...dyn
gm) = 3, m-p)"h Pty
(il,...,iN)EI .
o yme1 In[(1—y1)...(1—yn)] + (B = N)In(1 —yn)

m(l—yn) B)

(1 — ) Tt By i) ™, BN ™ (L =yn) . (L= yw)) ™!
whose maximum coincides with the maximum ©fThus, we ((1- yN)(B_N)m

should find the value ofn that maximizesy(m). To this end,

X . . Substitutingz; = 1 — y; yields:
we now rewriteg(m) in the following way: gr viy

B!
. E(M) = —mNNi/
g(m) = Z m(l—y)™ "t (B=N)! Jocay<..<a1<1
(t1,.in)€ET N o ym—1 . (B=N)m
_ m—1 _ (B—N)m (H'LZI xi) N dry...dxy
m(l —yn) (1 —yn) ln[HN 1. .xBfNJrl]
m—1 =1 T N
= Il -m(l—y) Ny B! /
m— —N)m =—-m T ANy
(L —yn)" " (1= yn) PN (B=N)! Jocay<...<ar<1
B! N N B-Nym—1_ ,B-N
= 5 m Lz zi-zy ) TN
(B—N)' 1 N—1 B N+l dl‘l...dIN.
J(1 = 1— m—1 n[Hi:l Ti Ty ]
(=) (1= )] | . —
(1 — gy ) B=Nm, Definet; = [[,_, @; - = ]_[z g aBN gy =
ty

To,..., Ity = ZnN. Then :cl = The Jacobian

HN ttBN

Since In(+) is a monotonically increasing functio(m) matrix (?9((3?1,...;81\])) is an upper triangular matrix with the values
ti1,...tN

gets its maximum at the same asln g(m).

%fll,...,‘ng on its diagonal. Foi > 2, g;” =1and ‘9“ =
Bl W Therefore, the determinant of this matnx (the
1 In N1 - 1
ng(m) = BoN) + Nlnm Ja_clz_cr)]blan) i/ = v
+(m =D I[(1 —y1)... (1 —yn)] us, .
+(B— N)mIn(1 — yy). EM)=-mVNN——__.
(B~ N)mn(1 —yx) (M) = ¥ N g
We now compute the derivative: gm—1
N / llithl...dtN,
t1- | ]ots
(ng(m)) = — +I(1~3)... (1~ yx) o il

whereD is a domain irRY defined byD = {(t1,...,tn5)|0 <
Equating(In g(m))’ to 0 and solving form yieldsm equal  \we solve this integral by iterated integration with the

+(B = N)In(1 — yn).

to following bounds.
N @ If N =2,
m[(1—y1)---(L—yw)] + (B N)In(l —yn)’ 0 <t < 1
Since (Ing(m))” = —2% < 0 holds for everym, the above PNV <ta < V.
value is indeed a maximum, and the total numbef affected
. ) If N >3,
nodes estimated by the root is
o ) (3) 7\/> <ty < 1
In[(1 —=y1)...(1—yn)]+ (B—N)In(l —yn)
C. The Error of Eq. 3 ,/ <tz < to

We will now find the relative error of Eq. 3. Let random

variable R be the result of substituting; for y; in Eq. 3, and B N“/ <t < ¢
. . . N—-1 N-—-2

let random variablel/ be the result of the same substitution

in Eq. 2. Thus, the estimation error is
B-N+1 < by < B-N+1 t1
E(R)—r _ B-E(M)—Bm _ E(M)—-m mg v T

r Bm m ’
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Fig. 4. The estimation error of Eq. 3 (actual error vs. our ysig)

We can show analytically that for every practical value of

N (e.g.,N < 15):

J,

m—1
tl

————dt; ... dty =
N
lnt1 . Hi:2 ti

1 _
mB(B—1) ) N =2
T (N-1)mN-1(B-1)2(B—2)...(B—N+1) N2=3
Therefore,
2m N =2
BON={ s e N
Thus, the estimation error is
E(M) { 1 N=2
—— —1l=9 ~ B 4
m vap1- 1 N=23
When B is large, z2- = 1+ 515 ~ 1. In this case the
error is 5 — 1= 4.

In Figure 4 we present the results for implementing Sche

2 with Eg. 3 in a 2-level network withB = 200 Level-1
gateways. Each Level-1 gateway has a random numbef

affected nodes, where is uniformly distributed in the range

Estimation error

. . . . . . .
0 2 4 6 8 10 12 14 16 18 20
Number of RPRTSs (N)

Fig. 5. The estimation error of Eq. 3 and of Algorithm 2

V. SIMULATION STUDY

We simulated a 2-gateway-level network wifh = 200
Level-1 gateways, each with a random numbenf affected
nodes, uniformly distributed in the rangle 1000]. We imple-
mented Scheme 2 with Algorithm 2 (i.e., Eq. 3 with error
cancellation) and calculated the estimation error given by
Testimated —Treal

Figre 5 depicts two curves. The top one is the estimation
error before applying error cancellation (i.e., using E§. 3
and the bottom one is the actual error of Algorithm 2 after
multiplying Eq. 3 by % As we can see, the error of
Algorithm 2 is very close to 0 fofV > 5, whereas the curve
of Eq. 3 tends to 0 only for much greater valuesNof

Figure 6 compares the estimation error 9= 100 and for
B = 500 Level-1 gateways as a function &f. We see that
for both cases, the error is within the 2-3% range, and hat
has no effect on the error, as predicted by Eq. 4.

One of the most important properties of the proposed
scheme is that it works very well even if the reporting nodes

ke not evenly distributed in the network. It is not difficult

to see that with a non-uniform distribution it is impossible
to estimate the number of affected nodes without having
every gateway involved. Thus, our estimation scheme, which

[1,1000]. The graph shows two curves: the upper one sholfRJuires every gateway to send only two messages, it prpbabl

the actual estimation error while the lower one shows therer

found by our analysis (Eq. 4). Theaxis is the numbelN of

RPRTSs received by the root and theaxis is the estimation

error. We see an excellent agreement of the curvedvfor 3.

Since the error is always positive, we can significantly imtNifor

prove the precision of our estimation algorithm by multipty
the value found by Eqg. 3 by~ (as proposed in [7] for

Algorithm 1). To summarize, the algorithm to be employe

by the root in Scheme 2 is as follows:
Algorithm 2;

the most efficient scheme that can be designed. In Figure

7 we compare the estimation error f&@ = 200 Level-
1 gateways and two different node distributions. The top
curve (“Uniform”) depicts the case when each gateway has a
mly distributed random number of affected nodes i th
range([1,1000], as in the previous graphs. The bottom curve
(“Non uniform”) depicts the case when each Level-1 gateway
qﬁhasi-QO affected nodes. The figure shows that in both cases
the error is very small, i.e., less than 2%.

Finally, Figure 8 depicts the estimation error as a functibn
the number of gateway levels in the hierarchy, with 6,250,00

1) ReceiveN RPRTs from the Leve{{. — 1) gateways at affected nodes. Each Level-1 gateway has 50 affected nodes.
timesy; <...<yn. For the 2-level case we use 6,250,000/50=125,000 Level-

2) Calculate the numbe;’ of affected nodes by Eq. 3 and gateways. For the 3-level case we use 125,000 Level-1
multiply the result by~ gateways ands, 250,000/ (50)% = 2,500 Level-2 gateways.
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0.2

Uniform node distribﬁlgon

Non-uniform node distribution === the communication cost, we developed a new scheme and
a new algorithm to be employed by the root gateway. We
believe that no other scheme can perform the same task with
a lower communication cost. We analyzed the new scheme
mathematically, calculated its estimation error, and stbw
that the actual error is very close to the analytical resigding

0.05 1 this observation, we improved the estimation algorithm and
substantially reduced its error.
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0.1 4
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