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Abstract— Position-based routing protocols make routing de-
cisions based on the geographical position of the destination of a
packet. Such protocols scale well since they do not require nodes
to maintain explicit routes. Instead each node must know only its
own position, the position of its neighbors, and the position of the
destination. Thus, a critical component of position-based routing
protocols is the position service that allows nodes to obtain the
position of a destination node.

In this paper we analyze the security vulnerabilities of position-
based routing protocols and virtual home region (VHR)-based
distributed position service systems. We propose methods to
protect the position information from both external and internal
attackers. We then discuss and propose several mitigation mech-
anisms against position abuse by internal attackers that exploit
the position service to trace their targets. Finally, we propose a
position verification mechanism that allows the position service
to verify that the positions reported by nodes are correct.

I. INTRODUCTION

A mobile wireless ad hoc network consists of a group of
mobile nodes, which communicate with each other without
any additional infrastructure support. Routing is challenging
in such a network due to the lack of fixed infrastructure, as
well as the node mobility and the dynamic network topology.
Many routing protocols proposed for ad hoc wireless networks
are on-demand in nature, such as AODV [1] and DSR [2]. In
on-demand routing, a route to a destination node is established
only when there is a need to route to that destination. The
route discovery is initiated by the source which broadcasts a
routing request in the entire network. This broadcast consumes
significant bandwidth especially in large-size networks, and
may cause a so-called ”broadcast storm” [3] problem in which
the wireless channel is used mostly for control signaling.

One solution proposed to address the broadcast storm prob-
lem is using position-based routing protocols [4], [5]. Such
protocols make routing decisions based on the geographical
position of the destination of a packet. The approach does not
require nodes to maintain explicit routes or to use broadcast
for route discovery, resulting in increased scalability. Instead
each node must know only its own position, the position of its
neighbors, and the position of the destination. The position of
the destination is carried along the route, such that a source
or a forwarding node can determine its next hop locally, by
selecting the closest node to the destination.

A node can obtain its own position through the Global
Positioning Service (GPS) system [6], while its neighbors’
positions can be obtained through a local information ex-
change. The position of the destination is usually obtained
using a position service system that maintains the position

information of all the nodes in the network. Any node can
retrieve the position of another node using the position service.
In an architecture where the ad hoc network is integrated
with a fixed infrastructure such as a cellular-assisted ad hoc
network [7], the position server can be attached to the fixed
cellular network. The integrated architecture makes the posi-
tion management, including the position update and position
request/reply, less complex. However, in most cases, an ad hoc
network is independent. Therefore, a position service system
in which one or several ad hoc nodes act as position servers
is more appropriate in such an environment.

Using one centralized position server for the entire ad hoc
network is not practical because the server may be mobile
and thus, it may not always be reachable by any node in
the network. In addition, since a server is generally not
more powerful than other normal node, it may become the
operating bottleneck for the position management service. One
way to address the above concerns is to use a distributed
position service where several servers deployed in the network
act as position servers. Every node has assigned a position
server to which it must periodically report its position. Other
nodes can retrieve the position of a destination node from the
corresponding position server. A mechanism of a distributed
position service system for mobile ad hoc networks based on
a node’s virtual home region (VHR), is presented in [8].

The transmission in the open medium, the autonomous
nature of a node, and the routing dependence on unknown
entities make an ad hoc network extremely vulnerable to
attacks. Many attacks in ad hoc networks target the routing
protocol [9], [10], by attacking the routing or the data pack-
ets. For example, an attacker can forge, modify, or replay
routing packets, which can lead to discovering non-optimal
or adversarial-controlled routes or can eavesdrop the data
transmission, learning unauthorized information. An attacker
can drop packets preventing routes from being established, or
creating significant data loss in the network.

In addition the these attacks, positioning-based routing pro-
tocols are also vulnerable to new attacks targeting the position
service. Since the position information is not protected, an
attacker can use it to conduct more efficiently attacks such as
eavesdropping, jamming, and wormhole. An attacker can also
send false position reports to disrupt the position service and
routing, or abuse the position service and misuse the position
information to trace particular targets or learn the topology
of the network. While secure routing in ad hoc networks
received significant attention [9], [10], [11], [12], [13], less



work studied the vulnerabilities of position service systems.
In this paper, we address security concerns in the context

of position-based routing and position service systems. The
major contributions are listed as follows:

• We identify the security vulnerabilities and possible
attacks in positioning routing protocols and distributed
position service systems.

• We propose a position verification mechanism that al-
lows servers to verify the positions of reporting nodes
and identify nodes who intentionally send false position
information. The mechanism relies on polling and varies
the transmitting power when sending the polling message
to increase the accuracy of the position verification.

• We design mechanisms to protect the position infor-
mation from either external or internal attackers who
do not follow the position retrieving procedure. Our
scheme has a low overhead by using both symmetric and
public-key based cryptographic protocols to balance the
communication and computation cost.

• We design a position misuse detection mechanism that
constraints a node to use the position information ob-
tained from the position service for routing only. The
scheme identifies an internal attacker who abuses the
position service system to trace potential targets.

The rest of the paper is organized as follows. In Section II
we introduce the VHR-based distributed position service
system. In Section III, we address security vulnerabilities
regarding to position-based routing protocols. In Section IV
we present the network and security assumptions used in this
work. In Section V we give the details on the proposed security
mitigating mechanisms for position verification, position pro-
tection and misuse. The related works are listed in Section VI,
followed by the conclusion and future work in Section VII.

II. VHR-BASED DISTRIBUTED POSITION SERVICE
SYSTEM

In this section, we describe a distributed service system
based on VHRs.

A. System Overview

In a VHR-based position service system, an ad hoc node
is assumed to be able to obtain its own geographic position
through position techniques such as GPS. Each node has a
virtual home region (VHR) which is a geographical region
around a fixed center. The relationship between a node iden-
tifier and its VHR center is given by a hash function. This
function is predefined and known by all the nodes who join
the network, so that other nodes can acquire a node’s position
by sending position requests to the corresponding VHR. The
basic operations for a VHR-based distributed service system
are illustrated in Fig. 1. In the figure, the requester stands for
a node that needs the position of another node, the requestee
stands for the node whose position is requested.

An ad hoc node updates its position when the distance
between its current position and the latest reported position
becomes greater than a threshold value. This threshold value

Requestee

Requester

Local Flooding

VHR

Position update

Position request

Position Reply

:  Ad hoc node

:  Server for the requestee (Ad hoc node in the VHR)

Fig. 1. Position management in a VHR-based position service system.

is determined by the node density and the ad hoc radio
transmission range [14]. The position update message is sent
to all the servers residing in its VHR. Since the position of
the VHR center is known, the routing between an ad hoc
node and its position servers can be done also by using a
position-based routing algorithm, by forwarding the position
update message toward the VHR center. Once a server in the
VHR receives the message, it will distribute the information
to all the other servers via local flooding. The position update
message is broadcasted once by every server in the VHR.

When a node, i.e., a requester, needs the position of another
node, i.e., the position of the requestee, the requester will
send a position request message to the requestee’s VHR.
The routing for the position request also is position-based. A
routing request has to be received by only one position server
who has the requested information. This server sends back a
position reply following the reverse route.

The position servers are mobile nodes, thus the group of
position servers for an ad hoc node is not fixed. A server
moving into a node’s VHR will become a new member of
that group of servers, while a server moving out of the VHR
will no longer serve that node. The VHRs for different nodes
may overlap with each other. A node in the overlapped area
will act as a server for multiple nodes.

B. AO2P: Routing Algorithm for Position Management

In a VHR-based position service system, position-based
routing protocols can be used for position update and retrieve.
However, position-based routing uses local position exchange
among the neighboring nodes. This may lead to position in-
formation leakage. To address this problem, we use an ad hoc
on-demand position-based private routing algorithm, named
AO2P [14], to route the control messages of the position
service system. AO2P forwards packets based on destination’s
position, which is carried in the route discovery message. As
other geographic routing protocols, AO2P searches for routes
in a greedy manner, i.e., a previous hop will find a node who
can “move” its packet closest to the destination to be the next
hop. Unlike other geographic protocols, in AO2P, a node does
not need to report its updated positions to the neighbors, which
is essential for position protection.

Since the previous hop does not know the positions of its
neighbors, it can not decide its next hop directly. Instead,



the next hop is determined by the contention among the
neighboring nodes. In AO2P, neighbors of a previous hop are
divided into classes of different priorities. A node closer to
the destination has a higher priority, and normally wins the
contention to become the next hop. Generally, the class for a
node is assigned based on how close it is to the destination.
There are special rules for node classifications. For example,
upon receiving a position update, a node inside a VHR has a
higher priority over a node outside a VHR so that the position
update can be delivered to the VHR.

III. ATTACKS AGAINST POSITION-BASED ROUTING AND
POSITION SERVICES

Traditional attacks in ad hoc routing, such as jamming,
packet dropping, modification, fabrication or replay, and denial
of service (DoS), can also be conducted against position-
based routing algorithms. In addition, position-based routing
protocols can be indirectly attacked, by disrupting the position
service system or by taking advantage of the position service.

The position service also uses position-based routing for
position management. Thus, attacks against the routing proto-
col targeting the position management messages can make the
position service system to function incorrectly. As these mes-
sages are sent in plain text and without integrity verification, an
attacker can change the position information carried in the po-
sition update or reply. This can allow an attacker to modify the
identity of the requestee on a position request, so that a wrong
position is sent back to the original requester. The destination
position carried in a position update or request message has to
be transmitted in plain text for routing purposes. An attacker
can change the destination position carried in a position reply
thus keeping the requester from getting the requested position.
In general, these attacks can be addressed by using encryption,
integrity and data authentication cryptographic mechanisms, as
well as employing a routing protocol such as AO2P to route
position management messages.

Not all attacks can be defeated by using cryptographic
mechanisms. Examples include dropping packets and denial
of service. An intermediate node may drop a position update
sent by a node to its position server. This can result in stale
position information that will prevent traffic to be routed to the
new position of that node. An attacker can also continuously
send out position requests to one or a few VHRs to keep the
servers busy, so that other nodes can not access the servers.

In addition to attacks against the routing mechanisms them-
selves, position-based routing protocols are also vulnerable to
attacks against the position management service. An attacker
can use position information to stay close to a target, and
conduct attacks such as traffic analysis, jamming, or wormhole
attack [15], more efficiently. For example, an attacker that
is not authorized to use the position service, referred to as
an external attacker, can eavesdrop the channel and get a
useful position by learning from the control packets which
carry the position information. The position service can be
exploited by a compromised node that is part of the network
and authorized to obtain position information, referred to

as an internal attacker. An internal attacker can abuse the
position services by continuously sending position requests to
the position servers to obtain the exact trajectory of its target
or learn the network topology.

A node under adversarial control can also intentionally
provide false positions. As position-based routing relies on
correct positions, a false position of the destination will result
in a routing failure. A false position from an attacker may
make a neighbor to believe that the attacker is the closest to
the destination. This neighbor then may select the attacker as
the next hop and forward packets to it, allowing the attacker
to obtain control of significant traffic.

IV. ASSUMPTIONS

In this section, we present the network and security assump-
tions that are used in this work.

a) Network Assumptions: The network consists of a set
of nodes and a set of servers that implement the position ser-
vice. All nodes are uniformly distributed in the network, and
move randomly with an average speed. Each node can obtain
its own geographic position through GPS. Unless otherwise
specified, all the nodes have the same transmitting power and
consequently the same transmission range. The receiving range
of a node is identical to its transmission range.

The position servers are deployed before any nodes join
the ad hoc network. We assume that the wireless channel is
symmetric and that the entire network is loosely synchronized,
the clock drift being of the order of milliseconds.

b) Security Assumptions: An off-line certificate authority
(CA) allows all nodes to obtain a pair of private and a
public key (in the form of a certificate digitally signed by
the CA). Each node has a pair of public and private keys
used for authentication, non-repudiation, and symmetric key
establishment.

The position servers are trusted and difficult to get com-
promised. The position servers also share a symmetric se-
cret group key manually configured before the servers are
deployed. The key is used to protect the confidentiality of the
communication among the servers. This group key is periodi-
cally refreshed. All the servers also share a public/private key
pair that identify the position service; the public key is used
by any node to communicate with any of the position servers.

c) Attacker Model: An attacker is able to eavesdrop
the communication channel, receive the packets within its
receiving range, and drop, forge or modify packets passing
through it. An attacker cannot compromise a position server.

We assume that an attacker does not have a stronger
computing capability and a larger transmission range than
a regular node. The attacker can jam the channel efficiently
only if it is close enough to its target. It can not identify a
node based on its transmission signatures, assuming that the
identifier of the sender is not carried in the transmitted packet,
or it is encrypted and can not be understood by the attacker.
The attacker is not able to tell whether two transmissions are
from the same sender.



Unlike the position servers, regular nodes can be compro-
mised and under the control of an adversary, In this case, the
adversary has access to all cryptographic keys stored by that
node. Unless otherwise specified, at this stage, it is assumed
that attackers do not collude and coordinate their attack.

V. POSITION VERIFICATION, CONFIDENTIALITY, AND
PROTECTION AGAINST MISUSE

This section presents mechanisms designed to protect the
position service. We first describe in Section V-A methods that
provide accurate position verification. Next, we discuss how
to provide position confidentiality from an external attacker,
or an internal attacker. Section V-B describes encryption and
key establishment schemes for position update and retrieving.
Finally, in Section V-C, we show how to prevent position
service misuse by an internal attacker who can continuously
request positions of its tracing targets, by using schemes that
require proof of legitimate usage of requested positions.

A. Position Verification: A Polling Scheme

A basic approach for the servers to verify whether a position
reported by a node is correct, is to send a message toward
the reported position. Upon receiving a position update, the
server replies to the sender with an acknowledgment. The
acknowledgment will be routed to the sender via position-
based routing using the reported position. A random number,
referred as a nounce, is also included in the acknowledgment.
The server accepts the position in the previous position update
if the nounce is included in the following position update.
Since the acknowledgment is sent immediately after the server
receives the position update, it is unlikely that the tested node
can not receive it due to a broken route between the server and
itself. The only reason that the tested node cannot obtained the
nounce is that it reported a false position, and based on this
position, the acknowledgment cannot be delivered to it.

The server who first receives the updated message generates
the nounce and distributes it with the updated position to
other servers in the tested node’s VHR, using the symmetric
secret key shared by all servers. In this case, if another server
receives the following position update from the tested node,
this server can also verify the previously reported position. The
verification result is then distributed within the VHR along
with the updated position.

When a server sends the acknowledgment toward the up-
dated position, it must include the destination position in
the plain text, which is necessary for position-based routing.
Therefore, the node’s position is always disclosed to a number
of nodes that are close to the route for the acknowledgment de-
livery. Sending an acknowledgment for every position update
thus may lead to severe position information disclosure. To
address the problem, we propose a polling position verification
scheme. We also propose reducing the transmitting power for
the polling message to improve the accuracy for the position
verification.

1) Random Polling Position Verification Scheme: Instead
of sending an acknowledgment upon every position update
message, the server can send it after a random number of
position updates. A testing nounce is included in the acknowl-
edgment. We refer to this scheme as a polling scheme and
to the acknowledgment as a polling message. The node who
has been polled has to include the testing nounce in its next
position update. The server may also require the polled node
to reply right after the polling to get testing results quickly.
However, this introduces more communication overhead.

It is possible that a malicious node sends a false position
right after it has been polled. Since the probability that this
node will be polled again is low, the false report may not
be discovered. However, the false position can not be too far
away from the real position, because the distance between
this position and the position in the previous update, which is
correct, should not be greater than a value1.

VHR

B

C

A

Fig. 2. Interception attack and technique against it.

Figure 2 presents a scenario where a malicious node reports
a position that is on the extended line from its VHR to itself.
As shown in Fig. 2, the malicious node at position A claims
that it is at position B. When a server located in a VHR sends
a polling message toward B, the malicious node can intercept
the message. It then successfully sends a false position without
being caught. We refer to this attack as the interception attack.

To defend against the interception attack, we propose to
mask the polling message such that the attacker does not know
that the position it reported is tested. For example, the tested
position carried in the polling message may not be the exact
position that is carried in its last position update, but a position
close by. However, the attacker can still receive the message
if it checks all the messages sent to the positions close to the
false position it reported.

We propose a mechanism to mitigate the interception attack
that does not pay the cost of the above method, by randomly
selecting another node to perform the polling. The chosen
node will receive the position that must be tested via a secure
communication between the node and the position servers.
As shown in Fig. 2, a polling message for testing a node
at B is sent to a node at C first. The node at C then
forwards the message toward B. The malicious node at A

then cannot intercept the message. A server normally resides
in the overlapped area of a number of VHRs and provides
service to several nodes. It then is able to select the third party
who is not close to the connection between the tested node
and the VHR. The message is encrypted with the key shared
between the third party and the servers (referring to Section V-
B). In this case, even though the tested node can intercept the

1This value is the distance threshold value for position update in distance-
based position update mechanisms.



polling message during the message delivery from the server
to the third party, it cannot obtain the random number used
for authentication and carried in the tested message.

It is possible that the route between the server and the
third party, or the route between the third party and the tested
node, does not exist. It is also possible that the third party
is malicious and intentionally drops the test message. In both
cases, the tested node is not able to receive the polling message
making the server incorrectly conclude that the tested node
provided a false position information, and diagnose it as a
malicious node. To mediate this problem, when the server does
not receive the testing nounce from the tested node, it polls a
few more times using different intermediate nodes. The server
makes a decision only when the tested node fails to reply to
a number of polling messages.

2) Position Verification Accuracy: The proposed polling
mechanism is able to catch a false position reporter if the
position it reports is far away from its real position. However,
a node can report a position with a relatively small error, such
that when a polling message is sent to this reported position,
the node can still receive it. As shown in [14], a packet
delivered to a position can be received by a node even when
located at half of the ad hoc radio transmission range away
from that position. To catch a node that intentionally reports
in-accurate positions, a polling message can be transmitted at
a lower transmitting power. The lower the transmitting power
is, the more precise a position verification can be.

However, lowering the transmitting power may lead to a
higher number of hops of the path of the polling message,
which subsequently results in a higher communication load.
To address this problem, a server can send the polling message
to the intermediate node using the normal transmission power.
The intermediate node can be selected as the node closest to
the tested position. This node then uses the reduced power to
transmit the polling message. A power indication is carried
in the message, according to which nodes who forward the
message will use the same power.

Figure 3 shows the worst case scenario for the position
verification accuracy when a malicious node reports a false
position that is e away from its real position. We assume that
the polling message is received by a node that is very close to
the tested position. Since this node will broadcast the polling
message, the malicious node can receive the polling message if
the distance between its real position and the reported position
is no more than r, the radio transmission range for the polling
message. In addition, if the malicious node is positioned no
more than r away from the path for the polling message, it
can also receive the message, even if e > r. The area where
a malicious position reporter can receive the message is the
shaded area in Fig. 3.

The probability that in the worst case scenario, an attacker
can be caught for reporting a false position because it cannot
receive the position verification message, denoted as pcth, is:

Pcth =

{

0 e ≤ r,

1 −
arcsin(r/e)

π e > r.
(1)

r

e

Position Verification Messager: Testing Transmission range

: The tested position
e: The position error

Fig. 3. Position verification for different transmission range values.

Figure 4 depicts the probabilities that a node who inten-
tionally sends a false position can be caught in the worst case
scenario. Different transmission power values for the polling
message are used and therefore, different transmission ranges
for the polling message, Rtest, are obtained. The probability
that a node reporting a false position can be caught increases
as either Rtest decreases or the position error, e, increases.

In Fig. 5, we show the simulation results for the probability
of catching a false position reporter in the general case. Ac-
cording to both the analysis and simulation, it can be noticed
that when the transmission range for the polling message is
small, there is a great probability to catch a node who lies
about its position even if this false position is very close to
where this node actually is.
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B. Position Confidentiality
An attacker can learn the position of a node by eavesdrop-

ping the position management messages, such as the position
update and the position reply messages. Encryption is needed
to provide position confidentiality. In addition, a server has to
make sure that a position update comes from a legitimate node
with a known identity, while a requester has to make sure that
the position reply is coming from a position server and not
an attacker. This requires authentication and integrity of the
messages exchanged by the nodes and the position servers.

A simple approach to achieve information confidentiality,
integrity and authentication, is by using public key encryption,
hash functions, and digital signatures. The control messages
regarding to position management can be encrypted by either
the shared public key of the servers or the public key of a node,
depending on the direction of the communication. While less
complex, this approach is too costly, particularly in the case
of position update messages.

On the other hand, establishing a symmetric key between
the servers and every ad hoc node for a position update and
retrieve makes the cryptographic computation cost low. For
every node, each server needs to obtain its key, once such
a key is established by a negotiation between the node and
any server, the key has to be flooded in the entire network
so that every server can receive it and will be able to serve
position requests. Such a flooding is extremely costly because
it generates extensive communication overhead.

To keep both cryptographic and communication costs low,
we propose a hybrid scheme, a symmetric key is used for
distributing position update messages, while the public key
is used for position retrieving. In the VHR-based position
service system, a node and its servers have a relatively static
relationship, i.e., a node always updates its position to a group
of the servers in a fixed area. Therefore, the cost of establishing
a symmetric key between a node and its servers can be
amortized over many messages in case of position updates.
On the other hand, since a requester only has a temporary
relationship with the servers of its requestee, it is not efficient
to establish the symmetric key for position retrieving. In this
case, using public key encryption is more appropriate. As only
one server needs to be contacted and reply to the requester, the
corresponding cost of the public key process is not significant
when compared with the cost when using public keys for
position updates.

1) Symmetric Key Approach for Position Update: A
node updates its position to the group of servers in its VHR.
A symmetric key, defined as Traffic Encryption Key (TEK),
can be used for position information confidentiality, integrity
and authentication. As the position servers are trusted and
can not be compromised, the group key management is less
complex by excluding the needs that the TEK has to be
revoked whenever a server leaves the node’s VHR. The main
procedures for TEK management are key establishment, key
maintenance, and key revocation.

The definitions for some notations we will use in the rest
of the subsection are listed in TABLE I.

TABLE I
SYMBOL DEFINITIONS.

cert(i) i’s certificate
Ek encrypt with symmetric key k

Epk−i encrypt with i’s public key
signi sign with i’s private key

h hash function
HMACk HMAC construction with key k

a) TEK Establishment: Since the servers are deployed
before any node joins the ad hoc network, a newly joining
node can contact the servers in its VHR to establish a TEK
key. The joining node then sends its servers a message in the
format:
< position(V HR), distance,

Epk−s(u, TEK, nounce, cert(u), position(u)), signu(h(msg)) >.
position(V HR) is the position of the center of this node’s
VHR. distance is the distance from it to the VHR center.
Once the position update is received by its next hop, the next
hop will carry the distance from itself to the center of VHR
in the position update and forward the message further. Both
are carried in plain text for message delivery using the AO2P
protocol (see Section II-B). The second part is the node’s
identifier u, the generated TEK, the nounce, and the position
of the node. This part is encrypted by the server’s public key.
The last part is a signed hash of all the information carried
in this message (denoted as msg), including the information
transmitted in plain text. This part ensures message integrity
and source authentication.

The server who receives the TEK initialization message will
reply with an acknowledgment message. The message carries
the nounce that was sent by the joining node and is sent back
to u following the reverse route. The server will distribute
the TEK and the updated position of u to the rest of position
servers within the VHR, by encrypting and HMAC-ing [17]
this information under the servers’ symmetric shared key.

After the TEK has been established, the following position
updates from this node will be in the format of:
< position(V HR), distance,

ETEK(position(u)), HMACTEK(msg) >.
where msg denotes all the information in the message, includ-
ing the information sent in clear.

b) TEK maintenance: Each server maintains the informa-
tion for the nodes it serves, including nodes’ identifiers, the
positions for the served nodes’ VHRs, the updated positions of
the nodes, and the TEKs, in a TEK table shown in TABLE II.
Since servers are mobile, a server may serve different nodes at

TABLE II
TEK TABLE.

Node ID Position for VHR center Updated position TEK
A (xV A, yV A, zV A) (xA, yA, zA) TEKA

B (xV B , yV B , zV B) (xB , yB , zB) TEKB

C (xV C , yV C , zV C) (xC , yC , zC) TEKC

... ... ... ...

different times. Consequently, its TEK table has to be updated.
A server that just moves in a node’s VHR has to obtain
the TEK from the servers who have the key. Since the local
flooding is used for position information distribution among
all the servers in a node’s VHR, the newly-coming server will



receive the position update message encrypted with the TEK.
When receiving a position update message a server will check
its TEK table. If it finds out that it is in a new VHR and does
not have the TEK for that position update, it will acquire the
key from the other servers.

If at some point there is no server located in a node’s VHR,
then the TEK for that node will be lost and a newly-coming
server cannot obtain the TEK to decrypt the position update
message. In this case, the new server has to contact the node to
obtain the old TEK or establish a new one. Since this newly-
coming server cannot obtain the position information carried
in the position update message, to contact the node it has
to flood the TEK rebuilt message in the entire network. The
message contains the position of the center of the VHR and is
encrypted by the server’s private key. After the node receives
the message and confirms that the message is from a server,
it starts a new TEK establishment process.

c) TEK revocation: There are two cases where a TEK
revocation is needed. One case is when a TEK has been used
for too long. In this case, either a server or the node can initiate
a new TEK establishment using the public key infrastructure.
Another case is when the servers have discovered malicious
behavior of a served node and decide to stop providing position
services for that node. In this case, the TEK revocation
message will be distributed among the servers in the node’s
VHR using the symmetric secret key shared by the servers.
Further position updates from the revoked node will no longer
be accepted.

2) Public Key Approach for Position Retrieving: A
requester sends a position request to a node’s VHR only when
it needs to know the node’s position. After a requester contacts
a server in the VHR, it may never re-visit this VHR again. The
public keys are thus used for position retrieving. The message
format for a position request is as follows:
< position(V HR), distance,

Epk−s(r, u, nounce, cert(r)), signr(h(msg)) >.
where position(V HR) is the position of the center of the
VHR of the requested node u, distance is the distance from
the requester r or a forwarder of the message to the VHR
center. The following part of the message are the requester
identifier, the requestee identifier, the nounce, and the certifi-
cate. This part is encrypted by the server’s public key. In the
end of the message, the overall information is hashed and
signed by r. This provides message integrity and message
origin authentication. The server sends back a position reply,
posrep, as follows:

< Epk−r(u, nounce, position(u)), signs(h(msg)) > .

The routing information is not needed since the posrep can
follow the reverse path of posreq . The nounce indicates that
the position reply is linked to the right position request.

3) Security and Overhead Analysis: The position of a
node in a position update is encrypted by the TEK shared by
that node and the trusted position servers. Therefore, neither
an external attacker or an internal attacker can obtain the
position information by eavesdropping the position update

message. Similarly, since a position reply is encrypted by
a requester’s public key, except for the requester, no other
nodes can learn the requested position. TEK is also used to
generate an HMAC of the content of the message proving the
integrity and authenticity of the message. The use of digital
signatures for the position request provides the requester’s
authenticity, which guarantees that only legitimate users can
use the position services.

Cryptographic operations introduce an additional compu-
tation overhead on the position management protocol. Since
symmetric keys are used for position update, the corresponding
computation overhead is not significant. In contrast, the com-
putation load for each position retrieving is high because of the
use of public key encryption. However, each position retrieving
implies a later on route discovery process. The position-based
route discovery does not need to use flooding techniques.
This significantly reduces the communication overhead, which
compensates the cost of using public keys.

The communication overhead is mainly caused by the dis-
semination of position update messages. Each position update
message has to be locally flooded. However, the area of a
VHR normally is not large (especially when the server density
is high). The corresponding communication overhead thus is
not significant. A region-based local flooding mechanism in
[16] can be used to further reduce the overhead introduced by
position updates dissemination.

A large communication overhead will be generated when a
TEK for a node is lost due to server mobility, and a server
that newly enters the node’s VHR has to regain the key. A
network-level flooding has to be processed by that server to
contact the node. Here we analyze how frequently this may
happen in order to estimate the corresponding overhead.

We initialize the time when a previous position update is
proceeded as 0. Assume that an old server leaves the node’s
VHR at td, a new server receives the following position update
at tu. This new server cannot obtain the TEK from the old
server if 0 < td < tu.

Based on the results in [18], the time that a randomly moved
unit may stay in an area can be approximated as exponentially
distributed with a mean time of t̄, and

t̄ =
πS

E[v]L
. (2)

Here S and L are the area and perimeter respectively, and
E[v] is the average speed of the mobile unit.

A node updates its position to its VHR when the distance
between its current position and the position reported in its last
update is more than a threshold value. The time between any
two consecutive position updates from a node is then equal to
the time that this node stays in a circular area with a radius
of dτ . Define the time as tu and its mean as t̄u, applying
Eqn. (2),

t̄u =
πdτ

2E[v]
. (3)

Similarly, the time that a position server stays in a VHR,
defined as td, is also exponentially distributed with a mean of



t̄d. If the radius of a VHR is RV HR, then:

t̄d =
πRV HR

2E[v]
. (4)

The probability that an old server is in the VHR and leaves
before the next position update so that TEK needs to be re-
established, denoted as p, is:

p = p[0 ≤ td ≤ tu] =

∫

∞

0

∫ tu

0

ftu
(tu)ftd

(td)dtddtu. (5)

Due to the memoryless feature of exponential distribution,

ftu
(tu) =

1

t̄u
e
−

tu

t̄u , (6)

and
ftd

(td) =
1

t̄d
e
−

t
d

t̄
d . (7)

Then:

p =
t̄u

t̄u + t̄d
. (8)

If there are n servers that received the previous position
update and have the old TEK, the TEK needs to be re-
initialized only when all these servers leave the VHR before
the arrival of the next position update. In such a case, the
probability for a TEK re-initialization upon a position update
is pn.

Given a node density ρ, the probability that there are n

nodes in an area S0, defined as P (n), is Poisson distributed,
which is:

P (n) =
1

n!
(ρS0)

ne−ρS0 . (9)

Let ρs be the density for servers, sV HR be the area of a
VHR. The probability for a TEK re-establishment at a position
update, denoted as Ptek , is:

Ptek =

∞
∑

i=1

piP (i) = e−(1−p)ρsSV HR . (10)

Let ρu be the density for ad hoc nodes. The TEK re-
establishment frequency in a area unit, denoted as Ftek , then:

Ftek =
ρuPtek

t̄u
=

2E[v]ρu

πdτ
e−(1−p)ρsSV HR . (11)

We show in Fig. 6 the probability that there are no servers
who have the TEK in the node’s VHR and a network-level
flooding is needed for a server newly entering the VHR to
contact the node and re-establish the TEK. It can be observed
that the server density and the size of VHR are the two major
factors that impact this probability. When the server density
is higher, or the size of VHR is larger, the probability of
such a flooding is smaller. The reason is that more servers
will be in the VHR, and the probability that the TEK can be
maintained is larger. It is also shown in the figure that when
the servers’ density is high enough, the probability of a TEK
re-establishment is very small and can be ignored.
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Fig. 6. Probability for TEK re-initialization upon a position update.

C. Techniques Against Position Abuse

A compromised node can take advantage of the position
service and continuously send position requests asking for
positions of other nodes for tracking purposes or to estimate
network topology. We refer to such a use of position informa-
tion as a position abuse.

We note that if the position information retrieved by a
requester is used for legitimate communication, then the re-
quester has to build a route from the requester to its requestee.
Thus, the requestee can generate a proof for legitimate use
of the position and can show it to the servers for further
position retrievings. The proof can be a confirmation from the
requestee showing that the requester has indeed built a route
for meaningful communication with it within a reasonable time
after the position retrieving. It is possible that a tracer can
cheat by building up meaningless communications between
itself and the requestee. It is the requestee’s responsibility to
judge whether the communication is meaningful.

Servers keep a record about when and by whom a node’s
position has been requested. This record is necessary for
identifying the illegitimate position service users. The record
is passed to the servers who newly enter the VHR, during
the TEK distribution phase. Based on the record, a server that
receives a position request determines whether a requester is a
legitimate position service user and decides whether it should
serve the requester. If not, the server will 1) deny the request;
2) put the requester on the questionable list; 3) alert the user;
and 4) inform other servers in the entire network.

To prevent topology estimation, a user that does not show
any proof can only request a small number of positions for
different nodes. Since a position server may be in the VHRs of
a number of nodes, the requests from an attacker for positions
of different nodes may be received by the same server. It is less
likely that a legitimate node sends a number of requests for the
positions of different other nodes without showing any proof.
Therefore, the abuser can be identified. A smart tracer can send
requests to different VHRs that do not overlap. However, in
this case, the topology information it obtains is not complete.

1) Token-Based Abuser Identification: The proof can be
shown to the server by either the requester or the requestee.
We describe a scheme, referred to as token-based abuser



identification (TBAI), where the requestee shows the proof
for legitimate position usage to the servers.

The position abuse is prevented by limiting the number of
times a node can obtain the position of a certain node. Initially,
a requester is assigned a number of tokens that allows it to
request the position of a requestee. A server records how many
tokens a requester has consumed for obtaining the positions of
the nodes it serves. When a server receives a position request,
it first checks the requester’s token record. If the requester
has not used up all the tokens, the server replies with the
requested position and activates the counter for the token.
The requestee includes the proof in its next position update
message for token reimbursement, and sends the message to
its VHR. Since the position update will be received by all
the servers in the VHR, the server that was contacted by
the requestee for the previous request will also receive the
reimbursement message. It then deactivates the token counter.
If the requester has used the tokens, the server will reset the
number of consumed tokens to 0 and inform the other servers
within the VHR. Otherwise there is no update for the tokens.
If the position update message does not indicate a proof, the
server will increase the token consumption by 1 and deactivate
the counter. It then distributes this new record among all the
servers in the requestee’s VHR.

The token record needs to be distributed within a VHR only
when the number of consumed tokens is increased or reset. In
a network where most nodes are legitimate, these cases are
rare. The storage consumption and communication overload
of the scheme is low. In addition, no public key is needed
for token-based scheme. The proof can be encrypted by using
TEK, the symmetric key shared between the requestee and its
position servers.

2) Token Initialization: Since the position reply is sent on
the reverse route immediately after the position server receives
the request, it is less likely that the route between the requester
and the server is broken and consequently, the requester can
not receive the position reply. However, it is possible that based
on a retrieved position, a requester can not successfully build a
route to the requestee. In this case, a proof cannot be provided.
On the other side, the requester needs to send another request.
A server will allow a requester to initially retrieve positions
for a few times without requiring the proof.

The probability of a route discovery failure determines the
lower bound for how many times a requester can retrieve a
position without providing any proof. This number depends on
the network topology and should be larger if the probability
of a route discovery failure is higher, otherwise a requester
may not be able to build a route to the destination at all. Let
pfail be the probability of a routing discovery failure, and n be
the minimum number a requester can request a node position
without showing any supporting evidence. The probability that
any node can build a route to its destination before all the
tokens are used up, defined as pr, is: pr = 1−pn

fail. Given the
requirement for pr, if pfail is available, n can be calculated.

Figure 7 shows the probability that a node can not build
up a connection with its destination before it tries n times.

The simulation is conducted in a network covering an area
of 1000m × 1000m, where the ad hoc nodes are uniformly
distributed. The greedy geographic routing protocol is used for
routing discovery. When n increases, the probability decreases.
When n = 3, this probability is small and can be ignored.
Simulation results also show that the probability of a routing
discovery failure decreases as the node density increases. This
means that the initial number of tokens depends on the node
density, and can be a small value in a highly-dense network.

50 100 150 200
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

Node density (/km2)

P
ro

ba
bi

lit
y 

of
 a

 ro
ut

in
g 

fa
ilu

re

n=1
n=2
n=3

Fig. 7. Probability of a routing failure for different initial default tokens.

VI. RELATED WORK

Below we review work in three areas related with the work
presented in this paper: distributed position services, position
verification, and key management in wireless ad hoc networks.

Distributed Position Services. In the Grid Location Service
(GLS) [19], the area covered by the entire network is divided
into an hierarchy of grids with squares of increasing size. In
each level of the grids, a node is assigned an equal number
of position servers. These servers have the closest identifier
distance to this node’s identifier, compared with all the other
ad hoc nodes in the same grid. On the other hand, each node
is a server for a number of other nodes, and has their updated
positions.

In the Distributed Location Management (DLM) [20] ser-
vice, the area covered by the network is also divided into an
hierarchy of grids. Unlike in GLS, in DLM, for each node, its
position servers are decided by whether the nodes reside in a
certain area. The positions of those grids are the hashed result
from the node’s identifier, so that any other nodes who need
this node’s position know to which grid they should forward
the position request to. A position server is selected by default,
whenever it moves into a grid.

The proposed security mitigation mechanisms in this paper
can be used in DLM with minor modifications. It is more
difficult to apply the proposed security schemes in GLS
because in GLS, whether a node can serve another node
depends not only on the positions of the nodes, but also on
the node identifiers.

Position Security.Several physical layer position verification
schemes were proposed. In [21], verifiable multi-alteration



(VM) and verifiable time difference of arrival (VTDOA) are
used to detect false positions, which enables secure compu-
tation and verification of the positions of wireless nodes in
the presence of attackers. A number of reference points inde-
pendently perform distance bounding to the verified wireless
device. A centralized authority estimates the device’s position
based on the known positions of the verifiers and the distance
bounds. VM prevents dishonest nodes from lying about their
positions because of the property of distance bounding, that
neither an attacker nor a prover can reduce the measured
distance of the prover to the verifier, but only enlarge it. In
[22], an echo scheme is used to check whether a wireless
device is within a region. Both mechanisms can be applied
jointly with higher layer verification algorithms to further
improve verification accuracy.

Another attack on position systems targets the navigation
signals or beaconing signals sent by the position reference
points. The result is that the derived positions are not correct.
Authentication schemes for such signals are proposed in [23]
[24][25]. Another approach against the attack on beaconing
signals is to use the redundant beaconing information. Exam-
ples include [26] and [27].

Key Management. A scheme that does not rely on a trusted
third party (TTP) to public keys to nodes is studied in [28].
The scheme allows ad hoc users to generate public-private
key pairs, to issue certificates, and to perform authentication
regardless of network partitions and without relying on any
centralized services. A performance study on both stateful and
stateless group key rekeying algorithms is shown in [29]. The
algorithms are analyzed in terms of storage cost and rekeying
cost. In [30], the group key algorithms are applied to mobile
networks and their performance is studied.

VII. CONCLUSION AND FUTURE WORK

In this paper we focus on security vulnerabilities in vir-
tual home region (VHR)- based distributed position service
systems and propose security mitigation solutions. A polling
scheme, where a server sends a message toward the position of
the tested node, is used to verify positions. Sending the polling
message through a randomly selected third node can defend
against the interception attack. Simulation and analysis show
that reducing transmitting power for the polling message can
improve position verification accuracy. For position informa-
tion protection, symmetric keys are established between nodes
and their position servers. Analysis shows that while keeping
the cryptographic computing load low, the key establishment
and maintenance does not bring in significant control over-
head. Finally, to prevent position abuse, a proof is required
after a node has requested a position, which shows that this
position has been used for building a route to the requested
node. Our analysis of the initial number of the requests that
can be processed without showing any proof shows that the
number can be small if the network node density is high.
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