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1Department of Engineering “Enzo Ferrari”, Università degli studi di Modena e Reggio Emilia , Modena, Italy
2Institute of Biomedical Electronics, Technische Universität Wien, Vienna, Austria.

3DPIA, Polytechnic Department of Engineering and Architecture, University of Udine, Udine, Italy
*E-mail: federico.leva@unimore.it

Abstract—A three-dimensional finite element method (FEM)
simulation of a neuron (retinal ganglion cell) interfaced to a high-
density CMOS-based microelectrode array (MEA) is performed
and compared to recordings. The adopted multiscale simulation
approach accurately reproduces the signals recorded by the patch
clamp and the MEA sensors. The simulation leads us to identify
bendings of the axon initial segment of a few neurons embedded
in tissue, which are reported here for the first time.

Index Terms—Retinal ganglion cell, CMOS-MEA, Neural
recording, FEM simulations, Extracellular signal sensing

I. INTRODUCTION

Patch clamps and microelectrode arrays (MEAs) are the
gold standard technologies for intracellular neuronal electro-
physiology and extracellular electrical imaging and recording,
respectively [1]–[3]. While the former method is limited to
simultaneously record from one to ten cells or even from
fewer positions on a single cell at a time, the latter allows
for simultaneous electrical imaging from a large population [4]
but usually with one recording site/cell. However, intracellular
probes affect and damage neurons, hampering the stability and
repeatability of the experiments. On the contrary, extracellular
recordings provide better long-term stability, but also lower
amplitude signals of uncertain interpretation due to the imper-
fect coupling and partly unknown transduction between the
sensor and the neuron. None of the techniques provides a
detailed map of the initiation of an action potential and its
propagation within and along cellular compartments.

Physics-based full three-dimensional (3D) finite-element
method (FEM) simulations [5]–[7] can provide insights and
support the interpretation of intra- and extracellular recordings.
However, in most instances, only one electrode is considered,
and the electrolyte is assumed purely ohmic [8]–[10].

In this paper we develop a full 3D FEM model coupling
a distributed Hodgkin-Huxley description of the generative
functions of retinal ganglion cells (RGCs) with a microscopic
representation of the intra- and extracellular electrolytes via a
Poisson-Nernst-Planck model, and with a detailed representa-
tion of the sensing electrodes pattern.

The complete 3D model accurately reproduces the MEA
recordings of RGCs in tissue with subcompartmental res-
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olution. We found that a few neurons exhibit U- and L-
shaped bendings of the axon initial segments, a feature that
can be non-ambiguously assessed only by combining MEA
recordings and advanced optical imaging [11], [12].

II. METHODS

Extracellular recording from ex-vivo retinal ganglion
cell. A CMOS-MEA comprising 65×65 = 4225 sensor sites
at a 16 µm pitch was used to record extracellular voltages
[13] from neurons in the ex-vivo retina of adult (>90 days)
B6.CXB1-Pde6brd10/J (retinal degeneration 10 (rd10)) mice.
The retina was isolated from the enucleated eye and a portion
was interfaced in epiretinal configuration with the sensor sites
previously coated with poly-L-lysine (P1399, MW 150–300
kDa, Sigma, Germany). Retina samples were dark adapted for
30-45 minutes before recording and kept in heated (32-35° C)
and carbogenated (95%O2, 5%CO2) Ames’ medium (Ames
A 1420, Sigma Aldrich + NaHCO3) during the recording.
The experimental procedures to prepare the ex vivo retina
were reported and approved by the Center for Biomedical
Research, Medical University Vienna, Austria. Extracellular
voltages (Vse in the following) were recorded at 20 kHz and
high-pass filtered at 10 Hz. A Spike Triggered Average (STA)
was performed after spike sorting [14] to reduce the noise
on the raw traces and obtain electrical images of one single
ganglion cell neuron in terms of spatiotemporal maps.

Multiphysics FEM simulation setup. The new simulation
framework significantly extends our previous work (limited to
a single electrode and simplified neuron geometry with cylin-
drical symmetry) [15] by considering the full 3D geometry of
an RGC coupled with the CMOS-MEA. The descriptions of
the intra- and extracellular electrolyte models, the ion transport
across the neuron membrane, the Hodgkin-Huxley-like action
potential dynamics, and the sensing electrode are mostly as in
[15]. Notable additions are the implementation of a compart-
mentalized 3D RGC morphology and physiology coupled to
multiple electrodes in the CMOS-MEA, as discussed below.

Figure 1 shows the morphology and dimensions of the
simulated RGC [16], [17], of the tissue [18], and of the MEA
[13]. Similarly to [7], we: i) represent the soma as a sphere, ii)
simplify complex dendritic tree ramifications with two dendrite
segments; iii) replicate the axonal branch with a series of
straight segments with tapered diameter [17], aligned in the
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same direction to reduce the total domain dimensions and
save mesh points. Nevertheless, the FEM description of the
neuron retains the presence of dendrites, soma, hillock, and
initial and distal axon compartments with the same surface
area as those traced from real samples [16]. The neuron
biophysical properties (i.e., parameters of the ion channels,
intracellular resistivity, etc.) are also taken from [16], with
minor adjustments of a specific set of ion conductances in
each compartment, as summarized in Table I. This approach
is consistent with other FEM implementations [5]–[7] which,
however, assume ohmic cellular fluids.

Fig. 1: Multiscale 3D representation of the FEM simulation
setup consisting of extracellular electrolyte, tissue, RGC, and
a few sensor sites of the CMOS-MEA domains. The inset
zooms on the RGC, and differentiates its morphological com-
partments by color. Notice the tapering of the hillock, AIS,
and axon diameters as in [17]. At the bottom, seven sensor
sites of the CMOS-MEA are shown, out of 120 simulated.

The dynamical model of the action potentials (APs) for
each compartment is set by the Hodgkin-Huxley membrane
equations vs time (t) as follows:

Cm
dV

dt
= IK(V, n, gK) + INa(V,m, h, gNa) + IL(V, gL)

+ICa(V, c, gCa) + IKCa(V,
[
Ca2+

]
, gKCa) + IStim

(1)

dq

dt
= Q10 (αq(V )(1− q)− βq(V )q) for q = n,m, h, c (2)

where Cm is the membrane capacitance per unit area, V is the
membrane potential, IK, INa, ICa, IKCa, IL are respectively
the Potassium, Sodium, Calcium, Calcium-driven Potassium,
individual Leakage ion current fluxes, n, m, h, c, are the
instantaneous gating variables,

[
Ca2+

]
is the instantaneous

intracellular Calcium concentration, Q10 is the kinetic pref-
actor multiplying all αq(V ) and βq(V ) gating functions [16],
[19], gK, gNa, gCa, gKCa, gL are given in Table I.
IStim is a distributed stimulation current, implemented as a

Sodium transmembrane current (with a step function in time),
mimicking the synaptic current mediated by excitatory presy-
naptic neurons [20]. To emulate patch clamp experiments,
we apply a very small IStim across the soma [21]. When
simulating the extracellular recording of spontaneous APs,
we distribute a small IStim across the dendrites’ surface. The

TABLE I: Model parameters used in this work.

Symbol Value/expression Units Ref.
Bulk Tissue Cleft Cytosol

εr 80 80 80 80 1
ρ 66 5000 100 143 Ω·cm
[K+]0 4 4 4 140 mM [23]
[Na+]0 144 144 144 18 mM [23]
[Cl−]0 130 130 130 6 mM [24]
[Ca2+]0 1.8 1.8 1.8 10−4 mM [16]
a[A−]0 21.6 21.6 21.6 152 mM
bDK+ 17.54 0.23 11.57 12.15 10−10m2/s [25]
bDNa+ 11.90 0.16 7.85 8.24 10−10m2/s [25]
bDCl− 18.16 0.24 11.99 12.58 10−10m2/s [25]
bDCa2+ 7.09 0.09 4.68 4.92 10−10m2/s [25]
aDA− 1 1 1 1 10−25m2/s

Dendrite Soma Hillock AIS Axon
gNa 79.5·γNa 72.0 141.1 231.1 124.0.0 mS/cm2 [16]
gK 23.4·γK 50.4 67.8 74.6 50.0 mS/cm2 [16]
gCa 1.2 1.2 0.753 0.0 0.0 mS/cm2 [16]
gKCa 0.15 0.15 0.15 0.15 0.15 mS/cm2 [16]
gL 0.1 0.1 0.1 0.1 0.1 mS/cm2 [16]
εr medium relative permittivity, ρ medium resistivity, [Xi]0 baseline concentration
of the i-th ion, DXi

diffusion coefficient of the i-th ion, gXi
maximum channel

conductance for the i-th ion, γNa and γK adjustment factors. aSet to provide baseline
electroneutrality. bSet to yield the exact resistivity value of the ρ above.

small current induces only a modest stimulation artifact on the
recorded signals (see Figure 3 and Figure 4 in section III).

Last but not least, we examined the active CMOS readout
underneath each microelectrode. Since the sensing electrode
coupling capacitance (1 pF) is much larger than the parallel
of the gate-oxide capacitance of the sensing MOSFET (130 fF)
and the parasitic capacitance (12.3 fF) [22], the transduction
gain is essentially one, and the recorded signal is approxi-
mately equal to the potential difference between the sensing
electrode surface, Vse, and the reference electrode.

The large simulation domain is densely meshed for the neu-
ron and the electrode; a coarse mesh is used for the remaining
parts. The swept mesh option of [26] is extensively used for the
tissue and cleft regions below the neuron where finely meshed
electrical double layers decay without overburdens in the in-
plane directions. A swept mesh is used also for the dendrites
(with a coarse free triangular cross-section) and for the long
axon (with a fine boundary layer cross-section). The final mesh
has 652389 elements and yields 1907731 degrees of freedom
(DOF) [26]. Transient simulations run in ≈10000 seconds on
a 104-core Intel Xeon Gold server with 512 GB RAM.

III. RESULTS AND CONCLUSIONS

This section compares the simulated and experimental intra-
and extracellular action potentials as a means to validate the
accuracy of the 3D FEM RGC model surrounded by tissue
and electrolyte, in the proximity of the MEA. To quantify
the agreement between the simulated, s(t), and experimental
traces, e(t), we use the cosine similarity factor S:

S =

∫
t
s(t) · e(t) dt√∫

t
s2(t) dt ·

√∫
t
e2(t) dt

. (3)

Figure 2 shows that the simulated membrane somatic poten-
tial matches with a very high similarity factor (S=0.999) the
experimental patch clamp recording from [21]. The free model
parameters (Q10, γK, γNa) have been adjusted as reported in
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Fig. 2: Simulated somatic action potential vs experimental
patch clamp recording from [21]. Parameters: Q10 = 0.7155,
γNa = 0.4 γK = 0.6, IStim = 150 pA applied to the soma.
The line color matches the soma compartment color in Fig. 1.

Fig. 3: Simulated extracellular action potentials vs experimen-
tal MEA recordings. Parameters: Q10 = 0.28, γNa = 0.52,
γK = 1.65, IStim = 320 pA applied to the dendrites, tcleft =
100 nm if not otherwise stated. The line color matches either
the overlaid neuron compartment or the tissue color in Fig. 1.

the caption. The result proves that the model can accurately
reproduce the dynamics of the RGC under study.

Figure 3 and Figure 4 compare simulated and experimental
extracellular signals for two different cells. To this end, firstly
the in-plane and vertical position of the RGC’s soma w.r.t.
the nearest electrodes has been optimized in simulation to
best match the measured signals (see electrode maps in the
top right corners). Then, by careful scrutiny of the signals’
shape, amplitude, and timing, the most likely position, height,
and distance from the soma of the RGC were found for
all other electrodes (see numbering in red). This allows us
to identify which subcompartment has generated each signal

Fig. 4: Same as in Figure 3 but for a different cell and for
tcleft = 200 nm if not otherwise stated.

and label it onto the corresponding experimental recording
electrode. In this way subcompartmental electrical imaging
is achieved (i.e., a mapping of the signals to the originating
neuron subcompartment), a feature that clearly extends beyond
classical spike sorting.

The simulation-aided subcompartmental mapping predicts
a U-shaped bending of the AIS in the perisomatic region for
the cell in Figure 3, and an L-shaped bending of the AIS
for the cell in Figure 4 consistent with previous observations
using optical fluorescent dyes [17]. In both cases, the S factor
is usually close to 1, except for: i) axonal signals, likely
because their low-amplitude signals, differently from the large-
amplitude perisomatic ones, have been extracted from noise by
STA and/or because the axon detaches from the MEA surface
(i.e., large tcleft); ii) the distal AIS in panel 4 of Figure 3,
possibly because in the experiments the large signal of the
U-shaped AIS sensed by the electrode is disturbed by the
large perisomatic signal of the neighboring subcompartments,
whereas simulations refer to a straight axon.

In Conclusion, we investigated by experiments and 3D
multiphysics simulations patch clamp and CMOS-MEAs ex-
tracellular recordings of RGC. The model supports subcom-
partmental mapping of the signals and tracing of the RGCs
spatial distribution across electrodes, thus providing valuable
insights into neuron morphology and activity. The combined
use of extensive physics-based FEM simulations and MEA
measurements foster the identification of those highly sensi-
tive neuron regions where high-resolution, subcompartmental,
selective stimulation might be possible.
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