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The Unique Games Conjecture, Integrality Gap for Cut
Problems and Embeddability of Negative Type Metrics intoℓ1

∗
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Abstract

In this paper, we disprove a conjecture of Goemans [23] and Linial [36] (also see [6, 38]); namely,
that every negative type metric embeds intoℓ1 with constant distortion. We show that for an arbitrarily
small constantδ > 0, for all large enoughn, there is ann-point negative type metric which requires
distortion at least(loglogn)1/6−δ to embed intoℓ1.

Surprisingly, our construction is inspired by the Unique Games Conjecture (UGC) of Khot [28],
establishing a previously unsuspected connection betweenprobabilistically checkable proof systems
(PCPs) and the theory of metric embeddings. We first prove that the UGC implies a super-constant
hardness result for the (non-uniform) SPARSESTCUT problem. Though this hardness result relies on the
UGC, we demonstrate, nevertheless, that the correspondingPCP reduction can be used to construct an
“integrality gap instance” for SPARSESTCUT. Towards this, we first construct an integrality gap instance
for a natural SDP relaxation of UNIQUEGAMES. Then we “simulate” the PCP reduction and “translate”
the integrality gap instance of UNIQUEGAMES to an integrality gap instance of SPARSESTCUT. This
enables us to prove a(loglogn)1/6−δ integrality gap for SPARSESTCUT, which is known to be equivalent
to the metric embedding lower bound.

∗A preliminary version of this paper appeared in FOCS 2005, see [32].
†Subhash A. Khot. New York University, NY, USA. Email: khot@cims.nyu.edu
‡Microsoft Research, Bangalore, India. Email: nisheeth.vishnoi@gmail.com.
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1 Introduction

1.1 Metric Embeddings and their Algorithmic Applications

In recent years, the theory of metric embeddings has played an increasing role in algorithm design. The best
approximation algorithms for several NP-hard problems rely on techniques (and theorems) used to embed
one metric space into another while preserving all pairwisedistances up to a certainnot too largefactor,
known as thedistortionof the embedding.

Perhaps, the most well-known application of this paradigm is the SPARSESTCUT problem. Given an
n-vertex graph along with a set ofdemand pairs, one seeks to find a non-trivial partition of the graph that
minimizes thesparsity, i.e., the ratio of the number of edges cut to the number of demand pairs cut. Strictly
speaking, the problem thus defined is thenon-uniformversion of SPARSESTCUT and in the absence of a
qualification, we always mean the non-uniform version. In contrast, theuniformversion refers to the special
case when the set of demand pairs consists of all possible

(n
2

)
vertex pairs. In the uniform version, the sparsity

is the same (up to a factor 2 and a normalization factor ofn) as the ratio of the number of edges cut to the size
of the smaller side of the partition. A closely related problem is the BALANCEDEDGE-SEPARATORproblem
where one desires a partition that cuts a constant fraction of demand pairs and minimizes the number of the
edges cut. In its uniform version, one desires abalancedpartition, say a(1/3,2/3)-partition,1 that minimizes
the number of the edges cut.

Bourgain [11] showed that everyn-point metric embeds intoℓ2 (and, hence, intoℓ1 since everyn-point
subset ofℓ2 isometrically embeds intoℓ1) with distortion O(logn). Aumann and Rabani [7] and Linial,
London and Rabinovich [37] independently gave a striking application of Bourgain’s theorem: AnO(logn)
approximation algorithm for SPARSESTCUT. The approximation ratio is exactly the distortion incurred in
Bourgain’s theorem. This gave an alternate approach to the seminal work of Leighton and Rao [35], who
obtained anO(logn) approximation algorithm for SPARSESTCUT via a linear programming (LP) relaxation
based on multi-commodity flows.2 It is well-known that anf (n) factor algorithm for SPARSESTCUT can
be used iteratively to design anO( f (n)) factor algorithm for BALANCEDEDGE-SEPARATOR. In particular,
in the uniform case, given a graph that has a(1/2,1/2)-partition cutting anα fraction of the edges, the
algorithm produces a(1/3,2/3)-partition that cuts at mostO( f (n)α) fraction of the edges. Such partitioning
algorithms are very useful as sub-routines in the design of graph theoretic algorithms via the divide-and-
conquer paradigm.

The results of [7, 37] are based on themetric LP relaxationof SPARSESTCUT. Given an instance
G(V,E) of SPARSESTCUT, let dG be then-point metric obtained as a solution to this LP. The metricdG

is then embedded intoℓ1 via Bourgain’s theorem. Sinceℓ1 metrics are non-negative linear combinations
of cut metrics, an embedding intoℓ1 essentially gives the desired sparse cut (up to anO(logn) approxi-
mation factor). Subsequent to this result, it was realized that one could write a semi-definite programming
(SDP) relaxation of SPARSESTCUT with the so-calledtriangle inequality constraintsand enforce an addi-
tional condition that the metricdG belongs to a special subclass of metrics called thenegative type metrics
(denoted byℓ2

2). Clearly, if ℓ2
2 embeds intoℓ1 with distortiong(n), then one gets ag(n) approximation to

SPARSESTCUT via this SDP (and in particular the same upper bound on theintegrality gapof the SDP).

The results of [7, 37] led to the conjecture thatℓ2
2 embeds intoℓ1 with distortionC, whereC is an absolute

constant. This conjecture has been attributed to Goemans [23] and Linial [36], see [6, 38]. This conjecture,
which we henceforth refer to as the(ℓ2

2, ℓ1,O(1))-Conjecture, if true, would have had tremendous algorith-
mic applications (apart from being an important mathematical result). Several problems, specifically cut

1In the uniform case, for a parameterb∈ (0,1/2], a partition of the vertex set is said to be a(b,1−b) partition if each side of the
partition contains at leastb fraction of the vertices.

2In fact, algorithms based on metric embeddings work for the more generalnon-uniformversion of SPARSESTCUT. The
Leighton-Rao algorithm worked only for the uniform version.
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problems (see [18]), can be formulated as optimization problems over the class of ℓ1 metrics, and optimiza-
tion overℓ1 is an NP-hard problem in general. However, one can optimize over ℓ2

2 metrics in polynomial
time via SDPs (and sinceℓ1 ⊆ ℓ2

2, this is indeed a relaxation). Hence, ifℓ2
2 metrics were embeddable into

ℓ1 with constant distortion, one would get a computationally efficient constant factor approximation toℓ1

metrics.

However, no better embedding ofℓ2
2 into ℓ1, other than Bourgain’sO(logn) embedding (that works for

all metrics), was known. A breakthrough result of Arora, Raoand Vazirani (ARV) [6] gave anO(
√

logn)
approximation to (uniform) SPARSESTCUT by showing that the integrality gap of the SDP relaxation is
O(

√
logn) (see also [39] for an alternate perspective on ARV). Subsequently, ARV techniques were used

by Chawla, Gupta and Räcke [13] to give anO(log3/4 n) distortion embedding ofℓ2
2 metrics intoℓ2 and,

hence, intoℓ1. This result was further improved toO(
√

logn log logn) by Arora, Lee and Naor [5].3 Tech-
niques from ARV have also been applied to obtain anO(

√
logn) approximation to MINUNCUT and related

problems [1], to VERTEXSEPARATOR [20], and to obtain a 2−O(1/
√

logn) approximation to VERTEXCOVER

[27]. It was conjectured in the ARV paper that the integrality gap of the SDP relaxation of (uniform) SPARS-
ESTCUT is bounded from above by an absolute constant.4 Thus, if the(ℓ2

2, ℓ1,O(1))-Conjecture and/or the
ARV-Conjecture were true, one would potentially get a constant factor approximation to a host of problems,
and perhaps, an algorithm for VERTEXCOVER with an approximation factor better than 2.

1.2 Our Contribution

The main contribution of this paper is the disproval of the(ℓ2
2, ℓ1,O(1))-Conjecture. This is an immediate

corollary of the following theorem which proves the existence of an appropriate integrality gap instance for
non-uniform BALANCEDEDGE-SEPARATOR. See Section2 for a formal description of the(ℓ2

2, ℓ1,O(1))-
Conjecture, the non-uniform BALANCEDEDGE-SEPARATOR problem and its SDP relaxation, and how con-
structing an integrality gap for non-uniform BALANCEDEDGE-SEPARATOR implies an integrality gap for
non-uniform SPARSESTCUT and, thus, disproves the(ℓ2

2, ℓ1,O(1))-Conjecture.

Theorem 1.1 (Integrality Gap Instance for Balanced Edge-Separator) Non-uniformBALANCEDEDGE-
SEPARATOR has an integrality gap of at least(log logn)1/6−δ , whereδ > 0 is an arbitrarily small constant.
The integrality gap holds for a standard SDP relaxation withthe triangle inequality constraints.

Theorem 1.2 ((ℓ2
2, ℓ1,O(1))-Conjecture is False) For an arbitrarily small constantδ > 0, for all suffi-

ciently large n, there is an n-pointℓ2
2 metric which cannot be embedded intoℓ1 with distortion less than

(log logn)1/6−δ .

A surprising aspect of our integrality gap construction is that it proceeds via the Unique Games Conjecture
(UGC) of Khot [28] (see Section3 for the statement of the conjecture). We first prove that the UGC implies
a super-constant hardness result for non-uniform BALANCEDEDGE-SEPARATOR.

Theorem 1.3 (UG-Hardness for Balanced Edge-Separator)Assuming the Unique Games Conjecture, non-
uniformBALANCEDEDGE-SEPARATOR is NP-hard to approximate within any constant factor.

This particular result was also proved independently by Chawla et al. [14]. Note that this result leads to the
following implication: If the UGC is true and P6= NP, then the(ℓ2

2, ℓ1,O(1))-Conjecture must be false! This
is a rather peculiar situation, because the UGC is still unproven, and may very well be false. Nevertheless,

3This implies, in particular, that everyn-point ℓ1 metric embeds intoℓ2 with distortionO(
√

logn log logn), almost matching
decades oldΩ(

√
logn) lower bound due to Enflo [19].

4The(ℓ2
2, ℓ1,O(1))-Conjecture implies the same also for the non-uniform version.
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we are able to disprove the(ℓ2
2, ℓ1,O(1))-Conjectureunconditionally. Indeed, the UGC plays a crucial role in

our disproval. Let us outline the high-level approach we take. First, we build an integrality gap instance for
a natural SDP relaxation of UNIQUEGAMES (see Figure4). We thentranslatethis integrality gap instance
into an integrality gap instance of non-uniform BALANCEDEDGE-SEPARATOR. This translationmimicsthe
PCP reduction from the UGC to this problem.

The integrality gap instance for the UNIQUEGAMES SDP relaxation (see Figure4) is stated below and
is one of our main contributions. Here, we choose to provide an informal description of this construction
(the reader should be able to understand this construction without even looking at the SDP relaxation).

Theorem 1.4 (Integrality Gap Instance for Unique Games-Informal Statement) Let N be an integer and
η > 0 be a parameter (think of N as large andη as tiny). There is a graph G(V,E) of size 2N/N with the

following properties: Every vertex u∈V is assigned a set of unit vectors B(u)
def
= {u1, . . . ,uN} that form an

orthonormal basis for the spaceRN. Further,

1. For every edge e{u,v} ∈ E, the sets of vectors B(u) and B(v) are almost the same up to some small
perturbation. To be precise, there is a permutationπe : [N] 7→ [N], such that∀ 1≤ i ≤ N, 〈uπe(i),vi〉 ≥
1−η . In other words, for every edge(u,v) ∈ E, the basis B(u) movessmoothly/continuouslyto the
basis B(v).

2. For any labelingλ : V 7→ [N], i.e., assignment of an integerλ (u) ∈ [N] to every u∈ V, for at least
1− 1/Nη fraction of the edges e{u,v} ∈ E, we haveλ (u) 6= πe(λ (v)). In other words, no matter how
we choose to assign a vector uλ(u) ∈ B(u) for every vertex u∈V, the movement from uλ(u) to vλ(v) is
discontinuousfor almost all edges e{u,v} ∈ E.

3. All vectors in∪u∈VB(u) have coordinates in the set{1/
√

N,−1/
√

N} and, hence, any three of them satisfy
the triangle inequality constraint.

This UNIQUEGAMES integrality gap instance construction is rather non-intuitive (at least to the authors
when this paper was first written): One can walk on the graphG by changing the basisB(u) continuously,
but as soon as one picks arepresentative vectorfor each basis, the motion becomes discontinuous almost
everywhere. Of course, one can pick these representatives in a continuous fashion for any small enough
local sub-graph ofG, but there is no way to pick representatives in a global fashion.

Before we present a high-level overview of our proofs and discuss the difficulties involved, we give a
brief overview of related and subsequent works since the publication of our paper in 2005.

1.3 Subsequent Works

For non-uniform BALANCEDEDGE-SEPARATORand, hence, non-uniform SPARSESTCUT, our lower bound
was improved toΩ(log logn) by Krauthgamer and Rabani [33] and then to(logn)Ω(1) in a sequence of papers
by Lee and Naor [34] and Cheeger, Kleiner and Naor [15, 16]. For the uniform case, Devanur et al. [17]
obtained the first super-constant lower bound ofΩ(log logn), thus, disproving the ARV conjecture as well.
This latter bound has been recently improved to 2Ω(

√
log logn) by Kane and Meka [26], building on theshort

codeconstruction of Barak et al. [9]. At a high level, the constructions in [33, 17] are in the same spirit as
ours5 whereas the constructions in [34, 15, 16] are entirely different, based on the geometry of Heisenberg
group.

An unsatisfactory aspect of our construction (and the subsequent ones in [33, 17]) is that the feasibility
of the triangle inequality constraints is proved in a brute-force manner with little intuition. A more intuitive

5Both [33] and [17] use a result of Kahn, Kalai and Linial [25] instead of Bourgain (Theorem2.14) as in our paper.
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proof along with more general results is obtained by Raghavendra and Steurer [42] and Khot and Saket [31].
As a non-embeddability result, these papers present anℓ2

2 metric that requires super-constant distortion to
embed intoℓ1, but in addition, every sub-metric of it on a super-constantnumber of points is isometrically
embeddable intoℓ1. The result of Kane and Meka also shares this stronger property. We remark that the
Kane and Meka result can be viewed as a derandomization of results in our paper and those in [33, 17, 42,
31].

In hindsight, our paper may be best viewed as a scheme that translates a UGC-based hardness result
into an integrality gap for a SDP relaxation with triangle inequality constraints. In the conference version
of our paper [32], we applied this scheme to the MAX CUT and MINUNCUT problems as well. In particular,
for MAX CUT, we showed that the integrality gap for the Goemans and Williamson’s SDP relaxation [24]
remains unchanged even after adding triangle inequality constraints. Subsequent works of Raghavendra and
Steurer [42] and Khot and Saket [31] cited above extend this paradigm in two directions: Firstly, their SDP
solution satisfies additional constraints given by a super-constant number of rounds of the so-called Sherali-
Adams LP hierarchy and secondly, they demonstrate that the paradigm holds for every constraint satisfaction
problem (CSP). Since these two works already present more general results and in a more intuitive manner,
we omit our results for MAX CUT and MINUNCUT from this paper and keep the overall presentation cleaner
by restricting only to SPARSESTCUT.

Further, a result of Raghavendra [41] shows that the integrality gap for a certaincanonicalSDP relax-
ation can betranslatedinto a UGC-based hardness result with the same gap (this is atranslation in the
opposite direction as ours). Combined with the results in [42, 31], one concludes that the integrality gap
for the basic SDP relaxation remains unchanged even after adding a super-constant number of rounds of
the Sherali-Adams LP relaxation. Finally, our techniques have inspired integrality gap for problems that are
strictly speaking not CSPs, e.g., integrality gap for the QUADRATICPROGRAMMING problem in [3, 30] and
some new non-embeddability results, e.g., for the edit distance [29].

Rest of the Introduction

In Section1.5, we give a high level overview of ourℓ2
2 vs. ℓ1 lower bound. The construction is arguably

unusual and so is the construction of Lee and Naor [34] which is based on the geometry of Heisenberg
group. The latter construction also needs rather involved mathematical machinery to prove its correctness,
see [16]. In light of this, it seems worthwhile to point out the difficulties faced by the researchers towards
proving the lower bound. Our discussion in Section1.4 is informal, without precise statements or claims.

1.4 Difficulty in Proving ℓ2
2 vs. ℓ1 Lower Bound

Difficulty in constructing ℓ2
2 metrics: To the best of our knowledge, nonatural or obviousfamilies of

ℓ2
2 metrics are known other than the Hamming metric on{−1,1}k. The Hamming metric is anℓ1 metric

and, hence, not useful for the purposes of obtainingℓ1 lower bounds. Certainℓ2
2 metrics can be constructed

via Fourier analysis and one can also construct some by solving SDPs explicitly. The former approach
has a drawback that metrics obtained via Fourier methods typically embed intoℓ1 isometrically. The latter
approach has limited scope, since one can only hope to solve SDPs of moderate size. Feige and Schechtman
[22] show that selecting an appropriate number of points from the unit sphere gives anℓ2

2 metric. However,
in this case, most pairs of points have distanceΩ(1) and, hence, the metric is likely to beℓ1-embeddable
with low distortion.

Difficulty in proving ℓ1 lower bounds: The techniques to prove anℓ1-embedding lower bound are limited.
To the best of our knowledge, prior to this paper, the only interesting (super-constant) lower bound was due
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to [7, 37], where it is shown that the shortest path metric on a constant degree expander requiresΩ(logn)
distortion to embed intoℓ1.6

General theorems regarding group norms:A group normis a distance functiond(·, ·) on a group(G,◦),
such thatd(x,y) depends only on the group differencex◦ y−1. Using Fourier methods, it is possible to
construct group norms that areℓ2

2 metrics. However, it is known that any group norm onRk, or on any group
of characteristic 2, is isometricallyℓ1-embeddable (see [18]). Such a result might hold, perhaps allowing a
small distortion, for every Abelian group (see [8]). Therefore, an approach via group norms would probably
not succeed as long as the underlying group is Abelian. On theother hand, only in the Abelian case, Fourier
methods work well.

The best known lower bounds for theℓ2
2 versusℓ1 question, prior to this paper, were due to Vempala

(10/9 for a metric obtained by a computer search) and Goemans (1.024 for a metric based on the Leech
Lattice), see [44]. Thus, it appeared that an entirely new approach was neededto resolve the(ℓ2

2, ℓ1,O(1))-
Conjecture. In this paper, we present an approach based on tools from complexity theory, namely, the UGC,
PCPs, and Fourier analysis of Boolean functions. Interestingly, Fourier analysis is used both to construct
theℓ2

2 metric, as well as, to prove theℓ1 lower bound.

1.5 Overview of Our ℓ2
2 vs. ℓ1 Lower Bound

In this section, we present a high level idea of ourℓ2
2 versusℓ1 lower bound, i.e., Theorem1.2. Given the

construction of Theorem1.4, it is fairly straight-forward to describe the candidateℓ2
2 metric: LetG(V,E)

be the graph, andB(u) be the orthonormal basis forRN for everyu∈V as in Theorem1.4. Foru∈V and
x= (x1, . . . ,xN) ∈ {−1,1}N, define the vectorVu,x as follows:7

Vu,x
def
=

1√
N

N

∑
i=1

xiu
⊗8
i . (1)

Note that sinceB(u) = {u1, . . . ,uN} is an orthonormal basis forRN, everyVu,x is a unit vector. Fixt to be a
large odd integer, for instance 2240+1, and consider the set of unit vectors

S
def
=
{

V⊗t
u,x | u∈V, x∈ {−1,1}N} .

Using, essentially, the fact that the vectors in∪u∈VB(u) are agood solution to the SDP relaxation of
UNIQUEGAMES, we are able to show that every triple of vectors inS satisfy the triangle inequality con-
straint and, hence,S defines anℓ2

2 metric. One can also directly show that thisℓ2
2 metric does not embed

into ℓ1 with distortion less than(logN)1/6−δ .

However, we choose to present our construction in a different and an indirect way. The (lengthy) pre-
sentation goes through the UGC and the PCP reduction from UNIQUEGAMES integrality gap instance to
BALANCEDEDGE-SEPARATOR. Hopefully, our presentation brings out the intuition as towhy and how we
came up with the above set of vectors, which happened to defineanℓ2

2 metric. At the end, the reader should
recognize that the idea of taking all+/− linear combinations of vectors inB(u) (as in Equation (1)) is
directly inspired by the PCP reduction. Also, the proof of the ℓ1 lower bound is hidden inside thesoundness
analysisof the PCP.

The overall construction can be divided into three steps:

6We develop a Fourier analytic technique to prove anℓ1-embedding lower bound that has been subsequently used in [33, 17, 29].
The approach of [15, 16] gives another technique, by developing an entire new theory of ℓ1-differentiability and its quantitative
version.

7For a vectorx∈ RN and an integerl , the l -th tensor ofx, y
def
= x⊗l , is a vector in(RN)l defined such that fori1, i2, . . . , i l ∈ [N],

yi1,i2,...,i l
def
= xi1xi2 · · ·xi l . It follows that forx,z∈ RN,

〈
x⊗l ,z⊗l

〉
= ∑i1,i2,...,i l∈[N](xi1xi2 · · ·xi l )(zi1zi2 · · ·zi l ) =

(
∑i∈[N] xizi

)l
= 〈x,z〉l .

7



1. A PCP reduction from UNIQUEGAMES to BALANCEDEDGE-SEPARATOR.

2. Constructing an integrality gap instance for a natural SDP relaxation of UNIQUEGAMES.

3. Combining the above two to construct an integrality gap instance of BALANCEDEDGE-SEPARATOR.
This also gives anℓ2

2 metric that needs(log logn)1/6−δ distortion to embed intoℓ1.

We present an overview of each of these steps in three separate sections. Before we do that, let us summarize
the precise notion of an integrality gap instance of BALANCEDEDGE-SEPARATOR. To keep things simple
in this exposition, we pretend as if our construction works for the uniform version of BALANCEDEDGE-
SEPARATORas well. (Actually it does not; we have to work with the non-uniform version which complicates
things a little.)

SDP Relaxation of Balanced Edge-Separator

Given a graphG′(V ′,E′), BALANCEDEDGE-SEPARATOR asks for a(1/2,1/2)-partition ofV ′ that cuts as few
edges as possible (however, the algorithm is allowed to output a roughly balanced partition, say(1/4,3/4)-
partition). We denote an edgee between verticesi, j by e{i, j}. The SDP relaxation of BALANCEDEDGE-
SEPARATOR appears in Figure1.

Minimize
1
|E′| ∑

e′{i, j}∈E′

1
4
‖vi −v j‖2 (2)

Subject to

∀ i ∈V ′ ‖vi‖2 = 1 (3)

∀ i, j, l ∈V ′ ‖vi −v j‖2+‖v j −vl‖2 ≥ ‖vi −vl‖2 (4)

∑i< j ‖vi −v j‖2 ≥ |V ′|2 (5)

Figure 1: SDP relaxation of the uniform version of BALANCEDEDGE-SEPARATOR

Note that a{+1,−1}-valued solution represents a true partition and, hence, this is an SDP relaxation.
Constraint (4) is the triangle inequality constraint and Constraint (5) stipulates that the partition be balanced.8

The notion of integrality gap is summarized in the followingdefinition:

Definition 1.5 An integrality gap instance ofBALANCEDEDGE-SEPARATOR is a graph G′(V ′,E′) and an
assignment of unit vectors i7→ vi to its vertices such that:

• Every balanced partition (say(1/4,3/4)-partition, this choice is arbitrary) of V′ cuts at leastα fraction
of edges.

• The set of vectors{vi | i ∈V ′} satisfy(3)-(5), and the SDP objective value in Equation(2) is at mostγ .

The integrality gap is defined to beα/γ (thus, we desire thatγ ≪ α).

The next three sections describe the three steps involved inconstructing an integrality gap instance of
BALANCEDEDGE-SEPARATOR. Once that is done, it follows from a folk-lore result that the resulting
ℓ2

2 metric (defined by vectors{vi | i ∈V ′}) requires distortion at leastΩ(α/γ) to embed intoℓ1. This would
prove Theorem1.2with an appropriate choice of parameters.

8Notice that if a set of vectors{vi : i ∈V ′} is such that for every vector in the set, its antipode is also in the set, then constraint
(5) is automatically satisfied. Our construction obeys this property.
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The PCP Reduction from Unique Games to Balanced Edge-Separator

An instanceU = (G(V,E), [N],{πe}e∈E) of UNIQUEGAMES consists of a graphG(V,E) and permutations
πe : [N] 7→ [N] for every edgee{u,v} ∈ E. The goal is to find alabeling λ : V 7→ [N] thatsatisfiesas many
edges as possible. An edgee{u,v} is satisfied ifλ (u) = πe(λ (v)). Let opt(U ) denote the maximum fraction
of edges satisfied by any labeling.

UGC (Informal Statement): It is NP-hard to decide whether aninstanceU of UNIQUEGAMES hasopt(U )≥
1−η (YES instance) oropt(U )≤ ζ (NO instance), whereη ,ζ > 0 can be made arbitrarily small by choos-
ing N to be a sufficiently large constant.

It is possible to construct an instance of BALANCEDEDGE-SEPARATOR G′
ε(V

′,E′) from an instance of
UNIQUEGAMES. We describe only the high level idea here. The constructionis parameterized byε > 0.
The graphG′

ε has a block of 2N vertices for everyu∈V. This block contains one vertex for every point in
the Boolean hypercube{−1,1}N. Denote the set of these vertices byV ′[u]. More precisely,

V ′[u]
def
=
{
(u,x) | x∈ {−1,1}N} .

We letV ′ def
= ∪u∈VV ′[u]. For every edgee{u,v} ∈ E, the graphG′

ε has edges between the blocksV ′[u] and
V ′[v]. These edges are supposed to capture the constraint that thelabels ofu and v are consistent, i.e.,
λ (u) = πe(λ (v)). Roughly speaking, a vertex(u,x) ∈ V ′[u] is connected to a vertex(v,y) ∈ V ′[v] if and
only if, after identifying the coordinates in[N] via the permutationπe, the Hamming distance between the
bit-stringsx andy is aboutεN. This reduction has the following two properties:

Theorem 1.6 (PCP reduction: Informal statement)

1. (Completeness/YES case): Ifopt(U )≥ 1−η , then the graph G′ε has a(1/2,1/2)-partition that cuts at
mostη + ε fraction of its edges.

2. (Soundness/NO Case): Ifopt(U ) ≤ 2−O(1/ε2), then every(1/4,3/4)-partition of G′
ε cuts at least

√
ε

fraction of its edges.

Remark 1.7 We were imprecise on two counts: (1) The soundness property holds only for those partitions
that partition a constant fraction of the blocks V′[u] in a roughly balanced way. We call such partitions
piecewise balanced. This is where the issue of uniform versus non-uniform version of BALANCEDEDGE-
SEPARATOR arises. (2) For the soundness property, we can only claim that every piecewise balanced
partition cuts at leastε t fraction of edges, where any t> 1/2 can be chosen in advance. Instead, we write√

ε for the simplicity of notation.

Integrality Gap Instance for the Unique Games SDP Relaxation

This has already been described in Theorem1.4. The graphG(V,E) therein along with the orthonor-
mal basisB(u), for every u ∈ V, can be used to construct an instanceU = (G(V,E), [N],{πe}e∈E) of
UNIQUEGAMES. For every edgee{u,v} ∈ E, we have an (unambiguously defined) permutationπe : [N] 7→
[N], where 〈uπe(i),vi〉 ≥ 1−η , for all 1≤ i ≤ N.

Theorem1.4 implies that opt(U ) ≤ 1/Nη . On the other hand, the fact that for every edgee{u,v}, the
basesB(u) andB(v) are very close to each other means that the SDP objective value forU is at least 1−η
(formally, the SDP objective value is defined to beEe{u,v}∈E

[
1
N ∑N

i=1〈uπe(i),vi〉
]
).

Thus, we have a concrete instance of UNIQUEGAMES with optimum at most1/Nη = o(1), and which
has an SDP solution with objective value at least 1−η . This is what an integrality gap example means: The
SDP solutioncheatsin anunfair way.
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Integrality Gap Instance for the Balanced Edge-Separator SDP Relaxation

Now we combine the two modules described above. We take the instanceU = (G(V,E), [N],{πe}e∈E)
as above and run the PCP reduction on it. This gives us an instance G′(V ′,E′) of BALANCEDEDGE-
SEPARATOR. We show that this is an integrality gap instance in the senseof Definition 1.5.

SinceU is a NO instance of UNIQUEGAMES, i.e., opt(U ) = o(1), Theorem1.6 implies that every
(piecewise) balanced partition ofG′ must cut at least

√
ε fraction of the edges. We need to have1/Nη ≤

2−O(1/ε2) for this to hold.

On the other hand, we can construct an SDP solution for the BALANCEDEDGE-SEPARATOR instance
which has an objective value of at mostO(η + ε). Note that a typical vertex ofG′ is (u,x), whereu∈V and
x∈ {−1,1}N. To this vertex, we attach the unit vectorV⊗t

u,x (for t = 2240+1), where

Vu,x
def
=

1√
N

N

∑
i=1

xiu
⊗8
i .

It can be shown that the set of vectors
{

V⊗t
u,x | u∈V, x∈ {−1,1}N

}
satisfy the triangle inequality constraint

and, hence, defines anℓ2
2 metric. VectorsV⊗t

u,x andV⊗t
u,−x are antipodes of each other and, hence, the SDP

Constraint (5) is also satisfied. Finally, we show that the SDP objective value (Expression (2)) is O(η + ε).
It suffices to show that for every edge((u,x),(v,y)) in G′(V ′,E′), we have

〈
V⊗t

u,x,V
⊗t
v,y

〉
≥ 1−O(t(η + ε)).

This holds because whenever((u,x),(v,y)) is an edge ofG′, we have (after identifying the indices via the
permutationπe : [N] 7→ [N]):

1. 〈uπe(i),vi〉 ≥ 1−η for all 1≤ i ≤ N and

2. the Hamming distance betweenx andy is aboutεN.

Quantitative Parameters

It follows from above discussion (see also Definition1.5) that the integrality gap for BALANCEDEDGE-
SEPARATOR is Ω(1/

√
ε) provided thatη ≈ ε , andNη > 2O(1/ε2). We can chooseη ≈ ε ≈ (logN)−1/3. Since

the size of the graphG′ is at mostn= 22N, we see that the integrality gap is≈ (log logn)1/6 as desired.

Proving the Triangle Inequality

As mentioned above, one can show that the set of vectors{V⊗t
u,x | u∈V, x∈ {−1,1}N} satisfy the triangle

inequality constraints. This is the most technical part of the paper, but we would like to stress that this is
where themagichappens. In our construction, all vectors in∪u∈VB(u) happen to be points of the hypercube
{−1,1}N (up to a normalizing factor of1/

√
N), and therefore, they define anℓ1 metric. The operation that

takes their+/− combinations combined with tensoring leads to a metric thatis ℓ2
2 and non-ℓ1-embeddable.

Our proof of the triangle inequality constraints is essentially brute-force. As we mentioned before, more
recent works [42, 31] obtain a more intuitive proof.

1.6 Organization of the Main Body of the Paper

In Section2.1 we recall important definitions and results about metric spaces. Section2.2 defines the cut
optimization problems we are concerned about: SPARSESTCUT and BALANCEDEDGE-SEPARATOR. We
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also give their SDP relaxations for which we construct integrality gap instances. Section2.5presents useful
tools from Fourier analysis.

In Section2.4, we present our overall strategy for disproving the(ℓ2
2, ℓ1,O(1))-Conjecture. We give a

disproval of the(ℓ2
2, ℓ1,O(1))-Conjecture assuming an appropriate integrality gap for BALANCEDEDGE-

SEPARATOR.

In Section3 we present the UGC and our integrality gap instance for an SDPrelaxation of UNIQUEGAMES.

In Section4 we present our PCP reduction from UNIQUEGAMES to BALANCEDEDGE-SEPARATOR. The
soundness proof this reduction is standard and appears in AppendixA.

We build on the UNIQUEGAMES integrality gap instance in Section3 and the PCP reduction in Section4 to
obtain the integrality gap instance for BALANCEDEDGE-SEPARATOR. This is presented in Section5. This
section has two parts: In the first part (Section5.1) we present the graph and in the second part (Section5.2)
we present the corresponding SDP solution and prove its properties.

Appendix B is where we establish the main technical lemma needed to showthat the SDP solutions we
construct satisfy the triangle inequality constraint.

2 Preliminaries

2.1 The(ℓ2
2, ℓ1,O(1))-Conjecture

We start with basics of metric embeddings. We are concerned with finite metric spaces which we denote by
a pair(X,d), whereX is the space andd is the metric on its points. We say that a space(X1,d1) embeds with
distortion at mostΓ into another space(X2,d2) if there exists a mapφ : X1 7→ X2 such that for allx,y∈ X1

d1(x,y) ≤ d2(φ(x),φ(y)) ≤ Γ ·d1(x,y).

If Γ = 1, then(X1,d1) is said toisometricallyembed in(X2,d2).

An important class of metric spaces are those that arise by taking a finite subsetX of Rm for somem≥ 1
and endowing it with theℓp norm as follows: Forx= (x1, . . . ,xm),y= (y1, . . . ,ym) ∈ X,

ℓp(x,y)
def
=

(
m

∑
i=1

|xi −yi|p
)1/p

.

When we call a metricℓ1 or ℓ2, an implicit underlying space is assumed.

A metric space(X,d) is said to be of negative type if(X,
√

d) embeds isometrically intoℓ2. Formally,
there is an integerm and a vectorvx ∈ Rm for everyx ∈ X, such thatd(x,y) = ‖vx − vy‖2 and the vectors
satisfy thetriangle inequality, i.e., for allx,y,z∈ X,

‖vx−vy‖2+‖vy−vz‖2 ≥ ‖vx−vz‖2.

The class of all negative type metrics is denoted byℓ2
2. The following fact is easy to prove.

Fact 2.1 [18] For every ℓ1 metric space(X, ℓ1) there is a negative type metric space(Y,d) in which it
embeds isometrically.

While the converse is not true, the(ℓ2
2, ℓ1,O(1))-Conjecture asserts that the converse holds up to a universal

constant.

Conjecture 2.2 ((ℓ2
2, ℓ1,O(1))-Conjecture, [23, 36]) For every negative type metric space(Y,d) there is a

metric space(X, ℓ1) in which it embeds with at most a constant distortion. This constant is universal, i.e.,
independent of the metric space(Y,d).
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2.2 Balanced Edge-Separator, Sparsest Cut and their SDP Relaxations

In this section, we define the BALANCEDEDGE-SEPARATOR and the SPARSESTCUT problems and their
SDP relaxations. All graphs are complete undirected graphswith non-negativeweightsor demandsassoci-
ated to its edges. For a graphG(V,E) andS⊆V, let E(S,S) denote the set of edges with one endpoint inS
and other inS. A cut (S,S) is called non-trivial ifS 6= /0 andS 6= /0.

Remark 2.3 The versions ofSPARSESTCUT andBALANCEDEDGE-SEPARATOR that we define below are
non-uniform versions with demands. The uniform version hasall demands equal to1, i.e., unit demand for
every pair of vertices.

Definition 2.4 (SPARSESTCUT) For a graph G(V,E) with a weightwt(e) and a demanddem(e) associated
to each edge e∈ E, the goal is to optimize

min
/06=S(V

∑e∈E(S,S)wt(e)

∑e∈E(S,S) dem(e)
.

For a cut(S,S), the ratio above is referred to as its sparsity.

The SDP relaxation for SPARSESTCUT appears in Figure2. We note that this is indeed a relaxation: Any cut
(S,S) corresponds to a feasible SDP solution by setting the vectorvx to bev0 or −v0 depending on whether
x∈ Sor x∈ Sandv0 is some fixed vector. The length ofv0 is chosen so as to satisfy the last SDP constraint.
The SDP objective is then the same as the sparsity of the cut.

Minimize
1
4 ∑

e{x,y}
wt(e)‖vx−vy‖2

Subject to

∀ x,y,z∈V ‖vx−vy‖2+‖vy−vz‖2 ≥ ‖vx−vz‖2

1
4 ∑e{x,y} dem(e)‖vx−vy‖2 = 1

Figure 2: SDP relaxation of SPARSESTCUT

The integrality gap of this SDP relaxation is defined to be thelargest ratio, as a function of the number
of verticesn and over all possible instances, between the integral optimum and the SDP optimum. It is
known (folklore) that the integrality gapf (n) of the SPARSESTCUT SDP relaxation is precisely the worst
case distortion incurred to embed ann-point ℓ2

2 metric intoℓ1. We need this observation (but only in one
direction) in what follows. First, we formally introduce BALANCEDEDGE-SEPARATOR.

Definition 2.5 (BALANCEDEDGE-SEPARATOR) For a graph G(V,E) with a weightwt(e), and a demand

dem(e) associated to each edge e∈ E, let D
def
= ∑e∈E dem(e) be the total demand. Let abalanceparameter

B be given whereD/6 ≤ B≤ D/2. The goal is to find a non-trivial cut(S,S) that minimizes∑e∈E(S,S)wt(e),
subject to∑e∈E(S,S)dem(e)≥ B. The cuts that satisfy∑e∈E(S,S)dem(e)≥ B are called B-balanced cuts.

The SDP relaxation for BALANCEDEDGE-SEPARATOR appears in Figure3. We note that this is indeed a
relaxation: AB-balanced cut(S,S) corresponds to a feasible SDP solution by setting the vectorvx to bev0

or−v0 depending on whetherx∈ Sor x∈ Sandv0 is a fixedunit vector.
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Minimize
1
4 ∑

e{x,y}
wt(e)‖vx−vy‖2 (6)

Subject to

∀x∈V ‖vx‖2 = 1 (7)

∀ x,y,z∈V ‖vx−vy‖2+‖vy−vz‖2 ≥ ‖vx−vz‖2 (8)
1
4 ∑e{x,y} dem(e)‖vx−vy‖2 ≥ B (9)

Figure 3: SDP relaxation of BALANCEDEDGE-SEPARATOR with parameterB

An integrality gap instance for BALANCEDEDGE-SEPARATOR is a concrete instance along with a fea-
sible B-balanced SDP solution such that the SDP objective is at mostγ and the integral optimum over
B/3-balanced cuts is at leastα . The integrality gap isα/γ. Note that the SDP solution isB-balanced (in the
sense of the last SDP constraint), but the integral optimum is allowed overB/3-balanced cuts, i.e., over a
larger class of cuts than theB-balanced cuts.

2.3 Relation Between(ℓ2
2, ℓ1,O(1))-Conjecture, Sparsest Cut and Balanced Edge-Separator

Consider the following three statements:

1. Everyn-point ℓ2
2 metric embeds intoℓ1 with distortion at mostf (n).

2. The integrality gap of the SPARSESTCUT SDP relaxation is at mostf (n).

3. The integrality gap of the BALANCEDEDGE-SEPARATOR SDP relaxation is at mostO( f (n)).

It is known (folklore) that(1) =⇒ (2) =⇒ (3) (and in fact(1) is equivalent to(2)). We use the im-
plication (1) =⇒ (3) to conclude ourℓ2

2 vs. ℓ1 lower bound from our integrality gap construction for
BALANCEDEDGE-SEPARATOR. We summarize this implication below and present a sketch ofits proof for
the sake of completeness. The proof implicitly also proves the implication(1) =⇒ (2).

Lemma 2.6 Suppose x7→ vx is a solution for SDP of Figure3 with objective value

1
4 ∑

e{x,y}
wt(e)‖vx−vy‖2 ≤ ε .

Assume that the negative type metric defined by the vectors{vx| x∈V} embeds intoℓ1 with distortion f(n)
where n= |V|. Then, there exists a B′-balanced cut(S,S), B′ ≥ B/3 such that

∑
e∈E(S,S)

wt(e)≤ O( f (n) · ε).

Proof. The idea is that thegoodSDP solution as given implies the existence of a cut with low sparsity. If
this cut already cutsΩ(B) of the demands, we are done. Otherwise the demands cut areerased(i.e., set to
zero) and another sparse cut is found w.r.t. to the new (remaining) demands. This process is repeated until
the sum of the demands cut in the sequence of cuts obtained so far is at leastΩ(B). At this point, a random

13



XOR of the cuts obtained so far yields a cut that cutsΩ(B) of the demands, but does not cut too much of the
edge weight. Formally, we begin by observing that there is a cut (S,S) with sparsity at mostf (n) · ε/B.

min
/06=S(V

∑e∈E(S,S)wt(e)

∑e∈E(S,S)dem(e)
= min

d is ℓ1 embeddable

∑e{x,y} wt(e)d(x,y)

∑e{x,y} dem(e)d(x,y)

≤ f (n) · ∑e{x,y} wt(e)‖vx−vy‖2

∑e{x,y} dem(e)‖vx−vy‖2 ≤ f (n) · ε/B.

The first (in)equality uses the fact that optimizing over cuts is the same as optimizing over the cone ofℓ1

embeddable metrics, see [18]. The second inequality uses the embedding of the metric‖vx− vy‖2 into ℓ1

with distortion at mostf (n). The third inequality uses the hypothesis that the SDP objective is at mostε and
the SDP solution isB-balanced.

If the cut(S,S) happens to beB/3-balanced, then we are done since the edge weight cut by it is at most
the sparsity (which is at mostf (n) · ε/B) times the demands cut (which is at mostD ≤ 6B). Otherwise the
demands cut by(S,S) is at mostB/3. We rename the cut as(S1,S1), set all the demands cut to zero, and
repeat the process. This leads to a sequence of cuts(S1,S1), . . . ,(Sk,Sk). The process stops as soon as either

(a) the cut just obtained cuts at leastB/3 of the demands or else

(b) the sum of the demands cut over thesek cuts is at least2B/3 (since a demand is set to zero as soon as
it is cut, each original demand is counted at most once).

Note that prior to every step, at most2B/3 of the (original) demands has been set to zero, so the SDP solution
w.r.t. to the remaining demands still qualifies as beingB− 2B/3 = B/3 balanced. Thus, at every step, the cut
obtained has sparsity at mostf (n) · ε/(B/3). We are done in the Case (a) as before and so we consider the Case
(b).

To summarize, we have a sequence of cuts(S1,S1), . . . ,(Sk,Sk) such that the sum of the demands cut
over thesek cuts is at least2B/3. Moreover, the sparsity of each of these cuts is at mostO( f (n) · ε/B) and,
hence, the total edge weight cut by these cuts is at mostO( f (n)ε) (an edge is considered cut if it is cut by
at least one of thek cuts). Now we obtain our desiredbalanced partitionby taking a random XOR of these
cuts: Thei-th cut is viewed as a{0,1}-valued functionφi on the vertices and the desired cut is given by the

functionφA
def
= ⊕i∈Aφi whereA⊆ [k] is a uniformly random subset. We show that for some choice of the set

A, we get a cutφA that cuts at leastB/3 of the demands and at mostO( f (n)ε) of the edge weight. Clearly, the
total edge weight cut isO( f (n)ε) irrespective of the setA. On the other hand, each demand in the sum total
of at least2B/3 gets cut with probability1/2 (this is the property of the random XOR). Thus, the expected
demands cut byφA is at leastB/3 and this expectation is achieved for some choice ofA.

Remark 2.7 The proof above shows that if the integrality gap forSPARSESTCUT is upper bounded by f(n)
then the gap forBALANCEDEDGE-SEPARATOR is bounded by O( f (n)). The same proof implicitly also
shows that if there is an f(n) approximation algorithm forSPARSESTCUT, then the algorithm can be used
iteratively a polynomial number of times to achieve O( f (n)) (pseudo-)approximation forBALANCEDEDGE-
SEPARATOR, see also [45, Chapter 7]. Given an instance ofBALANCEDEDGE-SEPARATOR that has a
B-balanced cut that cuts an edge weightα and B≥ D/6 where D is the total demand, the algorithm finds a
B/3-balanced cut that cuts an edge weight O( f (n)α). In the contrapositive, a g(n) hardness of approximation
result forBALANCEDEDGE-SEPARATOR implies anΩ(g(n)) hardness result forSPARSESTCUT.
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2.4 Our Integrality Gap Instance for Balanced Edge-Separator

With the preliminaries for negative type metrics and SDPs inplace, we now state the main result regarding
the construction of the integrality gap for BALANCEDEDGE-SEPARATOR which suffices to disprove the
(ℓ2

2, ℓ1,O(1))-Conjecture using Lemma2.6. The instance has two parts: (1) The graph and (2) The SDP
solution. The graph construction is described in Section5.1, while the SDP solution appears in Section5.2.
We construct a complete weighted graphG(V,wt), with vertex setV and weight wt(e) on edgee, and with
∑ewt(e) = 1. The vertex set is partitioned into setsV1,V2, . . . ,Vr , each of size|V|/r (think of r ≈

√
|V|). A

cutA in the graph is viewed as a functionA : V 7→ {−1,1}. We are interested in cuts that cutmanysetsVi in
asomewhat balancedway. The notations∈R Swould mean thats is a uniformly random element ofS.

Definition 2.8 For 0≤ θ ≤ 1, a cut A: V 7→ {−1,1} is calledθ -piecewise balanced if

Ei∈R[r ]

∣∣∣ Ex∈RVi [A(x)]
∣∣∣≤ θ .

We also assign a unit vector to every vertex in the graph. Letvx denote the vector assigned to vertexx. Our
construction of the graphG(V,wt) and the vector assignmentx 7→ vx can be summarized as follows:

Theorem 2.9 (Main Theorem) Fix any1/2 < t < 1. For every sufficiently smallε > 0, there exists a graph
G(V,wt), with a partition V= ∪r

i=1Vi , and a vector assignment x7→ vx for every x∈V, such that

1. |V| ≤ 22O(1/ε3)
.

2. Every5/6-piecewise balanced cut A must cutε t fraction of edges, i.e., for any such cut

∑
e∈E(A,A)

wt(e)≥ ε t .

3. The unit vectors{vx | x ∈ V} define a negative type metric, i.e., the following triangle inequality is
satisfied:

∀ x,y,z∈V, ‖vx−vy‖2+‖vy−vz‖2 ≥ ‖vx−vz‖2 .

4. For each part Vi , the vectors{vx | x∈Vi} arewell-separated, i.e.,

1
2
Ex,y∈RVi

[
‖vx−vy‖2]= 1.

5. The vector assignment gives alow SDP objective value, i.e.,

1
4 ∑

e{x,y}
wt(e)‖vx−vy‖2 ≤ ε .

Proof of Theorem 1.2. We show how the construction in Theorem2.9 implies Theorem1.2. Suppose
that the negative type metric defined by vectors{vx| x∈V} embeds intoℓ1 with distortionΓ. We show that
Γ = Ω(1/ε1−t) using Lemma2.6.

Construct an instance of BALANCEDEDGE-SEPARATOR as follows. The graphG(V,wt) is as in The-
orem 2.9. The demands dem(e) depend on the partitionV = ∪r

i=1Vi . We let dem(e) = 1 if e has both
endpoints in the same partVi for some 1≤ i ≤ r and dem(e) = 0 otherwise. Clearly, the total demand is

D
def
= ∑edem(e) = r ·

(|V|/r

2

)
.
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Now, x 7→ vx is an assignment of unit vectors that satisfy the triangle inequality constraints. This is a
solution to the SDP of Figure3. Property (4) of Theorem2.9guarantees that

1
4 ∑

e={x,y}
dem(e)‖vx−vy‖2 =

1
4
· r ·
(

|V|/r

2

)
·2=

D
2
.

Letting B
def
= D/2, the SDP solution isB-balanced and its objective value is at mostε . Using Lemma2.6, we

get aB′-balanced cut(A,A), B′ ≥ B/3 such that∑e∈E(A,A)wt(e)≤ O(Γ · ε).

Claim: The cut(A,A) must be a5/6-piecewise balanced cut.

Proof of Claim. Let pi
def
= Prx∈Vi [A(x) = 1]. The total demand cut by(A,A) is equal to∑r

i=1 pi(1− pi)|Vi |2.
This is at leastB′ ≥ B/3 since(A,A) is B′-balanced. Hence,

r

∑
i=1

pi(1− pi) ·
|V|2
r2 ≥ 1

6
r ·
(

|V|/r

2

)
.

Thus,∑r
i=1 pi(1− pi)≥ r/12. By Cauchy-Schwarz inequality,

Ei∈R[r ]

∣∣∣ Ex∈RVi [A(x)]
∣∣∣ = 1

r

r

∑
i=1

|1−2pi | ≤
√

1
r

r

∑
i=1

(1−2pi)2 =

√
1− 4

r

r

∑
i=1

pi(1− pi)≤
√

2
3
<

5
6
.

Hence,(A,A) must be a5/6-piecewise balanced cut. However, Property (2) of Theorem2.9 says that such
a cut must cut at leastε t fraction of edges. This implies thatΓ = Ω(1/ε1−t). Theorem1.2 now follows by

noting thatt > 1/2 is arbitrary andn= |V| ≤ 22O(1/ε3)
.

2.5 Fourier Analysis

Consider the real vector space of all functionsf : {−1,1}n 7→ R, where the addition of two functions is
defined to be pointwise addition. Forf ,g : {−1,1}n 7→ R, define the following inner product:

〈 f ,g〉2
def
= 2−n ∑

x∈{−1,1}n

f (x)g(x).

For a setS⊆ [n], define theFourier characterχS(x)
def
= ∏i∈Sxi . It is well-known (and easy to prove) that

the set of all Fourier characters forms an orthonormal basiswith respect to the above inner product. Hence,

every function f : {−1,1}n 7→ R has a (unique) representation asf = ∑S⊆[n] f̂SχS, where f̂S
def
= 〈 f ,χS〉2 is

the Fourier coefficient off w.r.t. S. The following is a simple but useful fact.

Fact 2.10 (Parseval’s Identity) For any f : {−1,1}n 7→ {−1,1}, ∑S⊆[n] f̂ 2
S = 1.

The proof of this follows from the following sequence of equalities:

1=
1
2n ∑

x∈{−1,1}n

f 2(x) = 〈 f , f 〉2 =

〈

∑
S⊆[n]

f̂SχS, ∑
T⊆[n]

f̂T χT

〉

2

= ∑
S⊆[n]

f̂ 2
S,

where the last equality follows from the orthonormality of the characters{χS}S⊆[n] with respect to the inner
product〈·, ·〉2.
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For the analysis of our UNIQUEGAMES integrality gap instance presented in Section3, we need the follow-
ing notion of anℓp norm of a Boolean function. Forf : {−1,1}n 7→ R andp≥ 1, let

‖ f‖p
def
=

(
1
2n ∑

x∈{−1,1}n

| f (x)|p
)1/p

.

We also need to define the so-called Bonami-Beckner operatorwhose input is a Boolean functionf and
whose output is again a Boolean function (which is supposed to be asmoothenedversion of f ).

Definition 2.11 (Hyper-contractive Operator) For eachρ ∈ [−1,1], the Bonami-Beckner operator Tρ is
a linear operator that maps the space of functions{−1,1}n 7→ R into itself via

Tρ [ f ]
def
= ∑

S⊆[n]

ρ |S| f̂SχS.

The following theorem shows that the Bonami-Beckner operator indeed smoothensf : It allows us to upper
bound a higher norm ofTρ [ f ] of f with a lower norm off under certain conditions.

Theorem 2.12 (Bonami-Beckner Inequality [40]) Let f : {−1,1}n 7→ R and1< p< q. Then

‖Tρ [ f ]‖q ≤ ‖ f‖p

for all 0≤ ρ ≤
(

p−1
q−1

)1/2

.

The last set of preliminaries are important for the PCP reduction in Section4.

Definition 2.13 (Long Code [10]) The Long Code over a domain[N] is indexed by all x∈ {−1,1}N. The

Long Code f of an element j∈ [N] is defined to be f(x)
def
= χ{ j}(x) = x j , for all x= (x1, . . . ,xN) ∈ {−1,1}N.

Thus, a Long Code is simply a Boolean function that is a dictatorship, i.e., it depends only on one coordinate.
In particular, if f is the Long Code ofj ∈ [N], then f̂{ j} = 1 and all other Fourier coefficients are zero.

The following theorem (quantitatively) shows that if a Boolean function is such that its Fourier mass is
concentrated on sets of small size, then it must be close to ajunta. In other words, its Fourier mass on sets
with smallFourier coefficients issmall.

Theorem 2.14 (Bourgain’s Junta Theorem [12]) Fix any1/2 < t < 1. Then, there exists a constant ct > 0,
such that, for all positive integers k, for allγ > 0 and for all Boolean functions f: {−1,1}n 7→ {−1,1},

if ∑
S : |S|>k

f̂ 2
S < ctk

−t then ∑
S : | f̂S|≤γ4−k2

f̂ 2
S < γ2.

3 The Integrality Gap Instance for Unique Games

In this section, we present the integrality gap construction for a natural SDP relaxation of the UNIQUEGAMES

problem. We start with defining the UNIQUEGAMES problem, the UGC of Khot [28] along with the related
preliminaries towards our construction.
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3.1 The Unique Games Problem, its SDP Relaxation and the UGC

Definition 3.1 (UNIQUEGAMES) An instanceU = (G(V,E), [N],{πe}e∈E,wt) of UNIQUEGAMES is de-
fined as follows: G(V,E) is a graph with a set of vertices V and a set of edges E. An edge e with endpoints
v and w is written as e{v,w}. For every e{v,w} ∈ E, there is a bijectionπe : [N] 7→ [N] and a weight
wt(e) ∈ R+. The goal is to assign alabel from the set[N] to every vertex of the graph so as to satisfy the
constraints given by bijective mapsπe. A labelingλ :V 7→ [N] satisfiesan edge e{v,w}, if λ (v) = πe(λ (w)).9
Letval(λ ) denote the total weight of the edges satisfied by a labelingλ :

val(λ ) def
= ∑

e{v,w}∈E:λ satisfiese

wt(e).

The optimumopt(U ) of theUNIQUEGAMES instance is defined to be the maximum weight of edges satisfied
by any labeling:

opt(U )
def
= max

λ :V 7→[N]
val(λ ).

We assume w.l.o.g that∑e∈E wt(e) = 1 so that the weights define a probability distribution over edges. A
choice of a random edge refers to an edge chosen from this distribution. We also assume that the graph
is regular in the sense that the sum of weights of edges incident on a vertex is the same for all vertices. A
choice of a random edge incident on a vertex v refers to a choice of a random edge conditional on having
one endpoint as v.

Conjecture 3.2 (UGC [28]) For every pair of constantsη ,ζ > 0, there exists a sufficiently large constant
N = N(η ,ζ ) such that given aUNIQUEGAMES instanceU = (G(V,E), [N],{πe}e∈E,wt), it is NP-hard to
distinguish whether:

• opt(U )≥ 1−η , or

• opt(U )≤ ζ .

Consider a UNIQUEGAMES instanceU = (G(V,E), [N],{πe}e∈E,wt) . Khot [28] proposed the SDP relax-
ation in Figure4 (inspired by a paper of Feige and Lovász [21]). Here, for everyv∈V, we associate a set of
N orthogonal vectors{v1, . . . ,vN}. The intention is that ifi0 ∈ [N] is a label for vertexv∈V, thenvi0 =

√
N1,

andvi = 0 for all i 6= i0. Here,1 is some fixed unit vector and0 is the zero-vector. However, once we take
the SDP relaxation, this may no longer be true and{v1,v2, . . . ,vN} could be any set of orthogonal vectors.

The Noisy Hypercube and an Overview of the Integrality Gap Instance

With a UNIQUEGAMES instance withN labels, one can associate a related graph called thelabel extended
graph. It turns out that the optimum of the UNIQUEGAMES instance is closely related to the expansion
of small sets, namely those of relative size1/N, in the label extended graph. In particular, if all sets of
size1/N in the label extended graph have a near-full expansion, thenthe optimum of the UNIQUEGAMES

instance is low. Our integrality gap construction starts with a so-callednoisy hypercube graphon vertex set
{−1,1}N and obtain a UNIQUEGAMES instance from it so that the former is precisely the label extended
graph of the latter. The fact that the UNIQUEGAMES instance has low optimum then follows directly from
the observation that the noisy hypercube graph is a small setexpander (its proof via the Bonami-Beckner
inequality was pointed out to us by Ryan O’Donnell). The SDP solution for the UNIQUEGAMES instance is
constructed using the vertices of the hypercube thought of as vectors inRN.

9We consider the edges to be undirected, but there is an implicit direction when we write the edge ase{v,w} and it is reflected
in the bijective constraint thatλ (v) = πe(λ (w)). The edge could be written in reverse by reversing the bijection.
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Maximize ∑
e{v,w}∈E

wt(e) · 1
N

(
N

∑
i=1

〈
vπe(i),wi

〉
)

(10)

Subject to

∀ v∈V ∑N
i=1〈vi ,vi〉= N (11)

∀ v∈V ∀ i 6= j
〈
vi ,v j

〉
= 0 (12)

∀ v,w∈V ∀ i, j
〈
vi ,w j

〉
≥ 0 (13)

∀ v,w∈V ∑1≤i, j≤N

〈
vi ,w j

〉
= N (14)

Figure 4: SDP for UNIQUEGAMES

Remark 3.3 The idea of the label extended graph and the implication thatthe small set expansion in the
label extended graph implies low optimum for theUNIQUEGAMES instance were implicit in the conference
version of this paper [32]. We choose to make this more explicit here for the ease of presentation as well as
in light of recent works that we briefly mention. Raghavendraand Steurer recently proposed the Small Set
Expansion Conjecture [43] and showed that it implies the UGC. The former states that for every constant
ε > 0, there exists a constantδ > 0 such that given an n-vertex graph that has a small non-expanding set,
i.e., of sizeδn and with edge expansion at mostε , it is NP-hard to find a set of size (roughly)δn that is even
somewhat non-expanding, i.e., with expansion at most1−ε . The SSE Conjecture has led to many interesting
works including a new algorithm forUNIQUEGAMES by Arora, Barak and Steurer [2] and the construction
of theshort code[9].

Definition 3.4 Given aUNIQUEGAMES instanceU = (G(V,E), [N],{πe}e∈E,wt) , the corresponding label
extended graph G′(V ′,E′,wt′) is defined as follows:

• V ′ =V × [N].

• ∀e{v,w} ∈ E, i ∈ [N], we let e′{(v,πe(i)),(w, i)} ∈ E′ andwt′(e′) = wt(e).

Note that∑e′∈E′ wt′(e′) = N.

It is helpful to view the label extended graph as being obtained from the UNIQUEGAMES graph by replacing
every vertexv by a group ofN vertices representing labels tov and replacing every edgee{v,w} by anedge-
bundleof N edges that form a perfect matching between the two groups andcapture the bijective constraint
πe.

The expansionΦ(S′) of a setS′ ⊆ V ′ in the label extended graph is defined to be the probability of
leavingS′ when a random vertex inS′ and then a random edge leaving that vertex (w.r.t. the weights wt′) is
chosen. Note thatΦ(S′) ∈ [0,1]. Any labelingλ : V 7→ [N] to a UNIQUEGAMES instance corresponds to the
setS′λ ⊆V ′ as follows:

S′λ
def
= {(v,λ (v)) | v∈V}.

An easy observation is that the (weighted) fraction of edgessatisfied by a labelingλ is related to the expan-
sion of the setS′λ :

val(λ ) = 1−Φ(S′λ ). (15)

Here is a quick proof of the above equality. Pick a random vertex (v,λ (v)) in S′λ by choosing a random
vertexv∈V. Choosing a random edge incident on(v,λ (v)) (w.r.t. wt′) amounts to choosing a random edge
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e{v,w} incident onv (w.r.t. wt) and outputting{(v,λ (v)),(w,π−1
e (λ (v)))}. The expansion ofS′λ is now

related to the event that(w,π−1
e (λ (v))) ∈ S′λ which is same as the event thatπ−1

e (λ (v)) = λ (w) which is
same as the event thatλ satisfies the edgee{v,w}.

As remarked before, our construction starts with the noisy hypercube graph and uses the fact that the
graph is a small set expander. A natural way to describe this graph is by describing one step of the random
walk on it (which then naturally leads to edge-weights with unit total weight).

Definition 3.5 The noisy hypercube graph H with parameters N and0< η < 1/2 has

• the vertex set{−1,1}N with uniform distribution and

• for any vertex x∈ {−1,1}N, choosing a random edge(x,y) incident on x amounts to flipping every
bit of x with probabilityη independently and letting y to be the string so obtained.

Lemma 3.6 Let H be the noisy hypercube with parameters N andη and S⊆ {−1,1}N be a set of relative
size1/N. Then1−Φ(S)≤ 1/Nη+η2.

Proof. Let f : {−1,1}N 7→ {0,1} be the indicator function of the setSso that‖ f‖p
p = 1/N for any 1≤ p<∞.

An application of Bonami-Beckner inequality gives (the probability is taken over choice of a random vertex
x and a random edge(x,y) incident on it)

1−Φ(S) = Pr[y∈ S | x∈ S] =
Pr[x∈ S, y∈ S]

Pr[x∈ S]
= N ·Pr[x∈ S, y∈ S]

= N ·Ex,y[ f (x) f (y)] = N · ∑
α⊆[N]

f̂ 2
α(1−2η)|α | Def.2.11

= N · ‖T√1−2η f‖2
2

Thm.2.12
≤ N · ‖ f‖2

2−2η = N ·
(

1
N

)2/(2−2η)

≤ N · 1

N1+η+η2 =
1

Nη+η2 .

Call an edge(x,y) of the noisy hypercubetypical if the Hamming distance betweenx andy is close toηN,
say betweenη2 N and 2ηN. By the Chernoff bound, the (weighted) fraction of edges which are nottypical
is at most 2−Ω(ηN) which is negligible in our context. We delete all these edges(mainly for the ease of
presentation) and observe that the conclusion of Lemma3.6 still holds with the bound 1−Φ(S) ≤ 1/Nη .
The weights of the edges change slightly, due to a re-normalization to preserve the unit total weight, but we
ignore this issue.

We are now ready to construct an integrality gap instance forthe SDP in Figure4. To be precise, for
parametersN andη , we construct an instanceU = (G(V,E), [N],{πe}e∈E,wt) of UNIQUEGAMES such that

• (Soundness) opt(U )≤ 1/Nη and

• (Completeness) There is an SDP solution with objective value at least 1−9η .

This construction is used later to construct integrality gap instances for cut problems. As mentioned earlier,
the UNIQUEGAMES instance is constructed precisely so that the noisy hypercube graph happens to be its
label extended graph and then the soundness guarantee follows from Lemma3.6. The vertex set of the noisy
hypercube graph is{−1,1}N whereN = 2k. It is convenient for us to identify a point in{−1,1}N as a
Boolean functionf : {−1,1}k 7→ {−1,1}. We describe the construction formally now.
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3.2 The Integrality Gap Instance

Let F denote the family of all Boolean functions on{−1,1}k. For f ,g∈ F , define the productf g as

( f g)(x)
def
= f (x)g(x).

Consider the equivalence relation≡ on F defined to bef ≡ g if and only if there is anS⊆ [k], such that
f = gχS (recall thatχS is the Fourier character function). This relation partitionsF into equivalence classes
P1, . . . ,Pm, each class containing exactlyN = 2k functions. We denote by[Pi ] one arbitrarily chosen
function inPi as its representative. Thus, by definition,

Pi = {[Pi ]χS | S⊆ [k]}.

It follows from the orthogonality of the characters{χS}S⊆[k], that all the functions in any class are also
mutually orthogonal. Further, for a functionf ∈ F , let P( f ) denote the classPi in which f belongs.

Let µ ∈η F denote a randomperturbationfunction on{−1,1}k where for everyx∈ {−1,1}k, indepen-
dently,µ(x) = 1 with probability 1−η , and−1 with probabilityη . Let H be the noisy hypercube graph: It
is a graph with vertex setF and for Boolean functionsf ,g∈ F , the weight of the edge{ f ,g} is defined as
follows:

wt′({ f ,g}) def
= Pr

h∈F , µ∈ηF
[(( f = h)∧ (g= hµ))∨ (( f = hµ)∧ (g= h))] ,

whereh is a uniformly random function andµ is a random perturbation function. Note that the sum of
weights over all (undirected) edges is 1. Moreover, for anyS⊆ [k], we have wt′({ f ,g}) = wt′({ f χS,gχS}).
We delete all edges{ f ,g} such that the Hamming distance betweenf andg is outside the range[η

2 N,2ηN]
without really affecting anything as observed before.

The UNIQUEGAMES instanceU = (G(V,E), [N],{πe}e∈E,wt) is now obtained by taking the noisy hy-
percube graphH as above with agrouping of its vertices into classesP1, . . . ,Pm. The edges ofH are
grouped neatly into edge-bundles: A typical bundle is a set of N edges betweenPi andP j , all with the
same weight, and forming a perfect matching between theN vertices in each group. With this grouping in
mind, the graph can now be naturally thought of as a label extended graph. The UNIQUEGAMES instance
is obtained by thinking of each classPi as a (super-)vertex, each functionf ∈ Pi as a potential label to it,
and the edge bundle betweenPi ,P j as defining the bijective constraint between them. Here is a formal
(somewhat tedious) description.

The UNIQUEGAMES graphG(V,E) is defined as follows. The set of vertices isV
def
= {P1, . . . ,Pm} as

above. For everyf ,g∈ F with Hamming distance in the range[η
2 N,2ηN], there is an edge inE between

the verticesP( f ) andP(g) with weight

wt({P( f ),P(g)}) def
= N ·wt′({ f ,g})

(the factor ofN reflects the fact that there areN pairs of functions that define the same edge). The set of

labels for the UNIQUEGAMES instance is 2[k]
def
= {S: S⊆ [k]}, i.e., the set of labels[N] is identified with the

set 2[k] (and by designN = 2k). Note thatf = [Pi ]χS andg= [P j ]χT for some setsS,T ⊆ [k]. The bijection
πe, for the edgee{Pi ,P j}, can now be defined:

πe(T ⋆U)
def
= S⋆U, ∀U ⊆ [k].

Here,⋆ is the symmetric difference operator on sets. Note thatπe : 2[k] 7→ 2[k] is a permutation on the set of
allowed labels. An alternate view is that the potential labels to classPi are really the functions in that class
and for the edge defined by a pairf ∈ Pi andg ∈ P j as above,πe designates( f χU ,gχU ) as a matching
pairs of labels for allU ⊆ [k]. We emphasize that every matching pair of labels corresponds to a pair of
functions with Hamming distance in[η

2 N,2ηN].
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Soundness: No Good Labeling

Using Lemma3.6and Equation (15), i.e., the connection between the optimum of UNIQUEGAMES and the
small set expansion of the label extended graph, it follows immediately that any labeling to the UNIQUEGAMES

instance described above achieves an objective of at most1/Nη .

Completeness: A Good SDP Solution

For f ∈ F , let uf denote the unit vector (w.r.t. theℓ2 norm) corresponding to the truth-table off . Formally,
indexing the vectoruf with coordinatesx∈ {−1,1}k,

(uf )x
def
=

f (x)√
N
.

Recall that in the SDP relaxation of UNIQUEGAMES (Figure4), for every vertex inV, we need to assign a
set of orthogonal vectors. For every vertexPi ∈V, we choose a functionf ∈ Pi arbitrarily, and withPi ,

we associate the set of vectors
{

u⊗2
f χS

}
S⊆[k]

. The following facts are easily verified:

1. ∑S⊆[k]

〈
u⊗2

f χS
,u⊗2

f χS

〉
= ∑S⊆[k]

〈
uf χS,uf χS

〉2
= N.

2. ForS 6= T ⊆ [k],
〈

u⊗2
f χS

,u⊗2
f χT

〉
=
〈
uf χS,uf χT

〉2
=
〈
uχS,uχT

〉2
= 0.

3. For f ,g∈ F andS,T ⊆ [k],
〈

u⊗2
f χS

,u⊗2
gχT

〉
=
〈
uf χS,ugχT

〉2 ≥ 0.

4. For f ∈ Pi , g∈ P j for i 6= j,

∑
S,T⊆[k]

〈
u⊗2

f χS
,u⊗2

gχT

〉
= ∑

S,T⊆[k]

〈
uf χS,ugχT

〉2
= ∑

T⊆[k]

∥∥ugχT

∥∥2
= N.

Here, the second last equality follows from the fact that, for any f ∈ F , {uf χS}S⊆[k] forms an or-
thonormal basis forRN.

Hence, all the conditions (11)-(14) of the SDP are satisfied. Next, we show that this vector assignment
has an objective at least 1−9η . Consider any UNIQUEGAMES edge defined by a pairf ,g with Hamming
distance in the range[η

2 N,2ηN]. For anyS⊆ [k], note that the same edge is defined by the pairf χS,gχS

with the same Hamming distance and
〈

u⊗2
f χS

,u⊗2
gχS

〉
=
〈
uf χS,ugχS

〉2 ≥ (1−4η)2 ≥ 1−8η .

Since the pairs( f χS,gχS) are precisely the matching pairs of labels for the UNIQUEGAMES constraint, it
follows that the objective of this SDP solution is at least 1− 9η (accounting possibly for thenon-typical
pairs f ,g with Hamming distance outside of range[η

2 N,2ηN] that were deleted and ignored throughout).
Finally, note that since all the vectors have coordinates either 1 or−1 (up to a normalization factor), any
three vectorsu,v,w among those described above satisfy the triangle inequality:

1+ 〈u,v〉 ≥ 〈v,w〉+ 〈u,w〉.
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Summarizing and Abstracting the Unique Games Instance

For future reference, we summarize and abstract out the key properties of the integrality gap construction in
the theorem below. Therein, for every vertexv∈V of the UNIQUEGAMES instance, there is an associated
set of vectors{v⊗2

i }i∈[N]. Moreover,[N] has a group structure with addition operator⊕ (the group beingFk
2

andi ∈ [N] identified with the corresponding group element). Additionally, we keep track of the parameter
η and denote the instance byUη .

Theorem 3.7 For any 0 < η < 1/2 and any integer N that is a power of2, there is aUNIQUEGAMES

instanceUη = (G(V,E), [N],{πe}e∈E,wt) along with a set of vectors{v⊗2
i }i∈[N] for every vertex such that:

1. |V|= ñ= 2N/N andopt(Uη)≤ log−η ñ.

2. Orthonormal Basis
The set of vectors{vi}i∈[N] forms an orthonormal basis for the spaceRN. Hence, for any vector
w∈ RN, ‖w‖2 = ∑i∈[N]〈w,vi〉2.

3. Triangle Inequality
For any u,v,w∈V, and any i, j, ℓ ∈ [N], 1+ 〈ui ,v j〉 ≥ 〈ui ,wℓ〉+ 〈v j ,wℓ〉.

4. Matching Property
For any v,w∈V, and i, j, ℓ ∈ [N], 〈vi ,w j〉= 〈vi⊕ℓ,w j⊕ℓ〉.

5. Closeness Property
For any e{v,w} ∈ E, there are i0, j0 ∈ [N] such that〈vi0,w j0〉 ≥ 1−4η . Moreover, ifπe is the bijection
corresponding to this edge, then i0⊕ ℓ= πe( j0⊕ ℓ) for all ℓ ∈ [N].

4 A PCP Reduction from Unique Games to Balanced Edge-Separator

This section presents the reduction from UNIQUEGAMES to non-uniform BALANCEDEDGE-SEPARATOR

which underlies the proof of Theorem1.3. Remark2.7 implies that if non-uniform BALANCEDEDGE-
SEPARATOR is hard to approximate within a factor ofC, then so is non-uniform SPARSESTCUT up to a
factorΩ(C). Hence, Theorem1.3can be strengthened as follows.

Theorem 4.1 Assuming the UGC, it is NP-hard to approximate (non-uniformversions of)BALANCEDEDGE-
SEPARATOR andSPARSESTCUT to within any constant factor.

We present the reduction and the proof of this theorem, modulo the soundness proof of the PCP reduction.
The soundness proof is (by now) standard and relegated to Appendix A. The reduction underlying the
proof of this theorem is used in the construction of the integrality gap for BALANCEDEDGE-SEPARATOR

presented in Section5.

Overview of the Reduction

The reduction starts with a UNIQUEGAMES instanceU = (G(V,E), [N],{πe}e∈E,wt). Each vertexv ∈V
is replaced with ablockof vertices{(v,x) : x∈ {−1,1}N}. The reduction has a parameterε which is to be
thought of as a small constant. For each edgee{v,w} in U , a bundleof weighted edges are put between
the two corresponding blocks of vertices taking into account the permutationπe corresponding to that edge.
The weight of the edge between(v,x) and(w,y) is equal to the product of the weight of the edgee{v,w} and
the probability that, if we flip each bit ofx independently with probabilityε , we obtainy◦πe. Herey◦πe is
the reordering of the coordinates ofy as dictated byπe; formally, (y◦πe)i = yπe(i) for all i ∈ [N].
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Note that if we contract the vertices of the two hypercubes after identifying the coordinates according to
πe, we obtain exactly the noisy hypercube introduced in Definition 3.5. To complete the reduction, we need
to specify the demand pairs. For reasons that will become clear in a bit, any pair of vertices in the same
block is set to have demand one and the remaining pairs have demand zero.

Our reduction has the property that if the UNIQUEGAMES instance has a good labeling then there is a
cut that cuts a constant fraction of the demand pairs and the weight of the edges crossing the cut is small.
This is by construction: If the UNIQUEGAMES instanceU has a good labeling, i.e., aλ : V 7→ [N] which
satisfies at least a 1− ε fraction of the constraints ofU , then we consider the cut in the reduced graph
whose one side consists of the vertices(v,x) such thatxλ(v) = 1 and the other side with vertices(v,x) such
thatxλ(v) =−1. It is easy to see that the weight of the edges that cross this cut is 1− (1− ε)(1− ε) = O(ε).
Moreover, the number of demand pairs cut is half that of the total demand pairs as the cut described above
cuts each hypercube along a coordinate into two equal parts.This is the completeness of the reduction.

For soundness, we show that if every labeling of the UNIQUEGAMES instance satisfies a negligible (as
a function ofε) fraction of the constraints, any cut in the reduced graph that cuts a constant fraction of
demand pairs must have about

√
ε ≫ ε weight of edges crossing it. Since the reduction is local in the sense

that it replaces each vertex inU by a set of vertices, and each edge inU by a bundle of edges between
the corresponding sets, the weighted graph obtained by applying this reduction onU inherits connectivity
properties ofU . For instance, ifU is disconnected, then there is a cut in the reduced graph which has no
edges crossing it. Such a cut, however, puts each hypercube entirely on one side of the cut or the other, thus,
cuttingno demand pair. Hence, the way we have enforced demands essentially ensures that each cut in the
reduced graph that cuts a constant fraction of demand pairs cuts most of the hypercubes into two roughly
equal parts. Hence, for each vertexv in U we can look at the restriction of this cut to the corresponding
hypercube and assign tov the label corresponding to the dimension of the hypercube which is the most
correlatedwith the cut restricted to that hypercube. SinceU does not have a good labeling, this strategy of
converting a cut in the reduced graph to a labeling forU should not be good. Hence, one can deduce that, for
any cut that cuts a constant fraction of the demand in the reduced graph, its restrictions to most hypercubes
must not be well-correlated to any coordinate cut. This is where Bourgain’s Junta theorem (Theorem2.14)
comes in. It essentially implies that such a cut must be closeto a majority cut in most hypercubes. This
allows us to deduce that such a cut has at least

√
ε weight edges crossing it, giving us the hardness of

approximation ratio≈ √
ε/ε which can be made larger than any constant by choosingε small enough.

We now describe the reduction formally. Here, it is instructive to break the reduction into two parts: The
first consists of presenting a PCP verifier for UNIQUEGAMES and the second step involves translating the
PCP verifier into a BALANCEDEDGE-SEPARATOR instance. The completeness and the soundness of this
verifier give us the proof of Theorem4.1.

4.1 The PCP Verifier

Forε ∈ (0,1), we present a PCP verifier which given a UNIQUEGAMES instanceU =(G(V,E), [N],{πe}e∈E)
decides whether opt(U ) ∼ 1 or opt(U ) ∼ 0. The verifierVε expects, as a proof, the Long Code (see Defi-
nition 2.13) of the label of every vertexv∈V. Formally, a proofΠ is {Av}v∈V , where eachAv : {−1,1}N 7→
{−1,1} is the supposed Long Code of the label ofv. The actions ofVε on Π are as follows.

1. Picke{v,w} ∈ E with probability wt(e).

2. Pick a randomx∈1/2 {−1,1}N andµ ∈ε {−1,1}N.

3. Letπe : [N] 7→ [N] be the bijection corresponding toe{v,w}. Accept if and only if

Av(x) = Aw((xµ)◦πe).
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The completeness of verifier is easy and we provide a proof here.

Lemma 4.2 (Completeness)For everyε ∈ (0,1), if opt(U )≥ 1−η , there is a proofΠ such that

Pr[Vε acceptsΠ]≥ (1−η)(1− ε).

Moreover, every table Av in Π is balanced, i.e., exactly half of its entries are+1 and the rest are−1.

Proof. Since opt(U ) ≥ 1−η , there is a labelingλ for which the total weight of the edges satisfied is at
least 1−η . Hence, if we pick an edgee{v,w} with probability wt(e), with probability at least 1−η , we
haveλ (v) = πe(λ (w)). Let the proof consist of Long Codes of the labels assigned byλ to the vertices. With
probability 1− ε , we haveµλ(v) = 1. Hence, with probability at least(1−η)(1− ε),

Av(x) = xλ(v) = (xµ)πe(λ(w)) = Aw((xµ)◦πe).

Noting that a Long Code is balanced, this completes the proof.

The soundness of the reduction involves more work and, since[28, 32], has become standard. We state the
result here and the proof appears in AppendixA. We say that a proofΠ = {Av}v∈V is θ -piecewise balanced
if

Ev

[
|Âv

/0|
]
≤ θ .

Here,Âv
/0 is the Fourier coefficient corresponding to the empty set of the Boolean functionAv and the expec-

tation is over a uniformly random vertexv∈V.

Lemma 4.3 (Soundness)For every t∈ (1/2,1), there exists a constant bt > 0 such that the following holds:
Letε > 0 be sufficiently small and letU be an instance ofUNIQUEGAMES with opt(U )< 2−O(1/ε2). Then,
for every5/6-piecewise balanced proofΠ,

Pr[Vε acceptsΠ]< 1−btε t .

4.2 From the PCP Verifier to a Balanced Edge-Separator Instance

The reduction from the PCP verifier to an instanceIε of non-uniform BALANCEDEDGE-SEPARATOR is
as follows. Replace the bits in the proof by vertices and replace every (2-query) PCP test by an edge of
the graph. The weight of the edge is equal to the probability that the test is performed by the PCP verifier.
Formally, we start with a UNIQUEGAMES instanceU =(G(V,E), [N],{πe}e∈E,wt) , and replace each vertex
v∈ V by ablock of vertices(v,x) for eachx∈ {−1,1}N. For an edgee{v,w} ∈ E, there is an edge inIε
between(v,x) and(w,y), with weight

wt(e) · Pr
x′∈1/2{−1,1}N

µ∈ε{−1,1}N

[(
x= x′

)
∧
(
y= x′µ ◦πe

)]
.

This is exactly the probability thatVε picks the edgee{v,w}, and decides to look at thex-th (resp. y-th)
coordinate in the Long Code of the label ofv (resp.w).

The demand function dem(·) is 1 for any edge between vertices in the same block, and 0 otherwise. Let

B
def
= 1

2 · |V| ·
(2N

2

)
be half of the total demand.

Assuming the UGC, for anyη ,ζ > 0, for a sufficiently largeN, it is NP-hard to determine whether an
instanceU of UNIQUEGAMES has opt(U )≥ 1−η or opt(U )≤ ζ . We chooseη = ε andζ ≤ 2−O(1/ε2) so
that
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(a) when opt(U )≥ 1−η , there is a (piecewise balanced) proof that the verifier accepts with probability
at least 1−2ε and

(b) when opt(U )≤ ζ , the verifier does not accept any5/6-piecewise balanced proof with probability more
than 1−btε t .

Note thatbt is defined as in the statement of Lemma4.3.

Suppose that opt(U ) ≥ 1−η . Let λ be a labeling that achieves the optimum. Consider the partition
(S,S) in Iε such thatSconsists of all vertices(v,x) with the property that the Long Code ofλ (v) evaluated
atx is+1. Clearly, the demands cut by this partition is exactly equal to B. Moreover, it follows from Lemma
4.2that this partition cuts edges with weight at mostη + ε = 2ε .

Now, suppose that opt(U ) ≤ ζ . Then, it follows from Lemma4.3, that anyB′-balanced partition, with
B′ ≥ B/3, cuts at leastbtε t fraction of the edges. This is due to the following: Any partition (S,S) in Iε
corresponds to a proofΠ in which we let the (supposed) Long Code of the label ofv to be+1 at the pointx
if (v,x) ∈ S, and−1 otherwise. SinceB′ ≥ B/3, as in the proof of Theorem2.9, Π is 5/6-piecewise balanced
and we apply Lemma4.3.

Thus, we get a hardness factor ofΩ
(

1/ε1−t
)

for BALANCEDEDGE-SEPARATOR and, hence, by Remark
2.7, for SPARSESTCUT as well. This completes the proof of Theorem4.1.

5 The Integrality Gap Instance for Balanced Edge-Separator

In this section, we describe the integrality gap instance for BALANCEDEDGE-SEPARATOR along with its
SDP solution and prove Theorem2.9. As pointed out in Section2.3, this also implies an integrality gap for
non-uniform SPARSESTCUT. The following is, thus, a strengthening of Theorem1.3.

Theorem 5.1 Non-uniform versions ofSPARSESTCUT and BALANCEDEDGE-SEPARATOR have an inte-
grality gap of at least(log logn)1/6−δ , whereδ > 0 is arbitrary. The integrality gaps hold for standard SDPs
with triangle inequality constraints.

We present a proof of this theorem (by proving Theorem2.9). The fact that our SDP solution satisfies the
triangle inequality constraints relies on a technical lemma whose proof is via an extensive case analysis and
is not very illuminating, hence, relegated to AppendixB.

Overview of the Integrality Gap Instance

The integrality gap instance for non-uniform BALANCEDEDGE-SEPARATOR has two parts: A (weighted)
graph(V∗,E∗) on n vertices along with demand pairs and a unit vectorVu for each vertexu ∈ V∗. The
integrality gap instance is parameterized byε > 0 andIε denotes the instance. We show that

1. every cut inV∗ that cuts a constant fraction of the demand pairs must have atleast
√

ε fraction of
edges crossing it and that

2. the set of vectors{Vu}u∈V∗ satisfy the constraints in the SDP in Figure3 and have an objective value
O(ε), thus, giving us an integrality gap ofΩ(

√
ε).

The smallest valueε can take turns out to be(log logn)−1/3, giving us the lower boundΩ((log logn)−1/6).

The graph inIε is obtained by applying the reduction from UNIQUEGAMES to BALANCEDEDGE-
SEPARATOR presented in Section4 to the UNIQUEGAMES integrality gap instanceUη from Section3, see
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Theorem3.7 for a summary. Recall thatUη consists of the constraint graph(G(V,E), [N],{πe}e∈E,wt) and
a set of vectors{v⊗2

i }i∈[N] for each vertexv∈V. Further,ñ= |V|= 2N/N and opt(Uη)≤ log−η ñ.

The reduction implies thatn = |V∗| = 2N · |V| ≤ O(ñ2 logñ) and, hence, log−η ñ ≈ log−η n up to a
constant. Thus, if log−η n≤ 2−O(1/ε2), then it follows from Lemma4.3and the discussion in Section4.2that
every cut inIε that cuts at least a constant fraction of demand pairs cuts atleast

√
ε fraction of edges. This

proves the first claim. A constraint onη , as we see shortly, is thatη ≤ ε . Thus, choosingη = ε implies that
in order to ensure log−ε n≤ 2−O(1/ε2), it is sufficient to setε to be(log logn)−1/3.

Thus, to complete the proof of Theorem5.1, it remains to construct vectorsVu for each vertexu∈V∗

that satisfy the required constraints and have a small objective value. This is the focus of this section. Here
again the starting point is the SDP solution to the UNIQUEGAMES integrality gapUη . Recall that the vectors
{vi}i∈[N] form an orthonormal basis ofRN for eachv ∈ V and, in addition satisfy Triangle Inequality, the
Matching Property and the Closeness Property in Theorem3.7. In addition, the SDP objective value of these
vectors forUη is 1−9η .

For each vertexv ∈ V there is a block of vertices{(v,x) : x ∈ {−1,1}N} in V∗. Thus, we need a unit
vector for each(v,x). A choice for such a vector is

V(v,x)
def
=

1√
N

∑
i∈[N]

xiv
⊗2
i . (16)

The fact that this is a unit vector is easy to see. Recall that for a typical edge inUη , the basis vectors are
η-close when matched according to the permutation corresponding to that edge. Further, recall that for an
edge between(v,x) and(w,y), there must be an edge betweenv andw in Uη . Moreover, for a typical edge
in Iε , except with probabilityε , the relative Hamming distance betweenx andy is at most 2ε (after taking
into account the permutation betweenv andw in Uη ). This easily implies that for a typical edge inIε ,

〈
V(v,x),V(w,y)

〉
≥ 1−O(η + ε).

Since the vectors are of unit length, this implies that

∥∥V(v,x)−V(w,y)

∥∥2 ≤ O(η + ε).

This is what dictates the choice ofη = ε and we obtain that our SDP solution toIε has an objective value
at mostO(ε). To see the well-separatedness of this SDP solution, observethat for eachv ∈ V, V(v,x) and
V(v,−x) are unit vectors in opposite direction.

It remain to prove that the vectors
{

V(v,x)

}
satisfy the triangle inequality. This is the technically hardest

part of the paper and is shown via an extensive case analysis that repeatedly uses the fact that the vectors
for Uη satisfy the properties they do. In fact, we do not know whether the vectors described above work for
this proof. We need to modify the vectors in (16) as follows

(
1√
N

∑
i∈[N]

xiv
⊗8
i

)⊗(2240+1)

.

While the inner tensor, which goes to 8 from 2, is a minor modification, it ensures that when we take inner
products of the form 〈

1√
N

∑
i∈[N]

v⊗8
i ,

1√
N

∑
i′∈[N]

w⊗8
i′

〉
,
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and if 〈vi ,wi〉 ≈ 1−η for all i ∈ [N], then the contribution of the cross terms is negligible and the inner
product remains around 1−η . This 8-th tensor also implies the converse: If

〈
1√
N

∑
i∈[N]

v⊗8
i ,

1√
N

∑
i′∈[N]

w⊗8
i′

〉
≥ 1−η ,

then there is a permutationπ : [N] 7→ [N] such that for alli ∈ [N],

|〈vπ(i),wi〉| ≥ 1−2η .

This latter property and the outer tensor are crucial in the proof of the triangle inequality.10 This new SDP
solution is also easily seen to satisfy the properties satisfied by the previous SDP solution up to a loss of an
additional constant factor.

We conclude this overview by giving the reader some idea of why we have the outer tensor. Start by
noting that proving the triangle inequality is the same as showing

1+ 〈Vu,x,Vv,y〉t ≥ 〈Vu,x,Vw,z〉t + 〈Vv,y,Vw,z〉t

since all the vectors have unit length. If none of the dot-products has magnitude at least1/3 the inequality
holds trivially. Thus, we may assume that one of the inner products, say,|〈Vv,y,Vw,z〉|t ≥ 1/3. This implies
that |〈Vv,y,Vw,z〉|= 1−O(1/t). By the converse property mentioned earlier, it can be deduced that, for some
i0, j0 ∈ [N], |〈vi0,w j0〉|= 1−O(1/t) which can be made very close to 1 by pickingt large enough. This turns
out to be convenient towards proving the triangle inequality via a case analysis, see Lemma5.8.

Unfortunately, we cannot provide much more intuition than this and, as mentioned in the introduction,
for a more intuitive proof of the triangle inequality one canrefer to the papers [31, 42]. We now present the
graph construction and the SDP solution formally and prove the claims above for the SDP solution.

5.1 The Graph

We recall the following notations which are needed. For a permutationπ : [N] 7→ [N] and a vectorx ∈
{−1,1}N, the vectorx◦π is defined to be the vector with itsj-th entry as(x◦π) j

def
= xπ( j). Forε > 0, the no-

tationx∈ε {−1,1}N means that the vectorx is a random{−1,1}N vector, with each of its bits independently
set to−1 with probabilityε , and set to 1 with probability 1− ε .

The BALANCEDEDGE-SEPARATOR instance has a parameterε > 0 and we refer to it asIε(V∗,E∗).
We start with the UNIQUEGAMES instanceUη = (G(V,E), [N],{πe}e∈E,wt) of Theorem3.7. In Iε , each
vertexv ∈ V is replaced by a block of vertices denoted byV∗[v]. This block consists of vertices(v,x) for
eachx∈ {−1,1}N. Thus, the set of vertices for the BALANCEDEDGE-SEPARATOR instance is

V∗ def
= {(v,x) | v∈V, x∈ {−1,1}N} and V∗ = ∪v∈VV∗[v].

The edges in the BALANCEDEDGE-SEPARATOR instance are defined as follows: Fore{v,w} ∈ E, there is
an edgee∗ in Iε between(v,x) and(w,y), with weight

wtBS(e
∗)

def
= wt(e) · Pr

x′∈1/2{−1,1}N

µ∈ε{−1,1}N

[(
x= x′

)
∧
(
y= x′µ ◦πe

)]
.

Notice that the size ofIε is |V∗|= |V| ·2N = O(ñ2 logñ). The following theorem establishes that every cut
in Iε that cuts a constant fraction of the demand cuts a large fraction of the edges. It is a restatement of
Lemma4.3. See Section4 for details.

10This property has also been key in the results of Arora et al. [4].

28



Theorem 5.2 (No Small Balanced Cut)For every t∈ (1/2,1), there exists a constant ct > 0 such that the
following holds: Letε > 0 be sufficiently small and letUη (G(V,E), [N],{πe}e∈E,wt) be an instance of
UNIQUEGAMES with opt(Uη) < 2−O(1/ε2). Let Iε be the corresponding instance ofBALANCEDEDGE-
SEPARATOR as defined above. Let V∗ = ∪v∈VV∗[v] be the partition of its vertices as above. Then, any
5/6-piecewise balanced cut(A,A) in Iε (in the sense of Definition2.8) satisfies

∑
e∗∈E∗(A,A)

wtBS(e
∗)≥ ctε t .

5.2 The SDP Solution

Now we present an SDP solution forIε(V∗,E∗,wtBS) that satisfies Properties (3), (4) and (5) of Theorem
2.9. This proves Theorem2.9and, hence, Theorem5.1.

We begin with the SDP solution of Theorem3.7. Recall that[N] is identified with the groupFk
2 where

N = 2k, and⊕ is the corresponding group operation. We construct the following unit vectors, one for each
pair (v,x), wherev∈V andx∈ {−1,1}N (note thatV is the set of vertices of the UNIQUEGAMES instance
of Theorem3.7):

Vv,x
def
=

1√
N

∑
i∈[N]

xiv
⊗8
i . (17)

For (v,x) ∈V∗, we associate the vectorV⊗t
v,x, wheret = 2240+1. We start by noting that this vector is indeed

a unit vector. Since{vi}i∈[N] is an orthonormal basis forRN andxi ∈ {−1,1},

〈Vv,x,Vv,x〉=
1
N ∑

i∈[N]

x2
i 〈vi ,vi〉8 =

1
N ∑

i∈[N]

1= 1.

Hence, for everyv∈V andx∈ {−1,1}N,
‖V⊗t

v,x‖= 1. (18)

Next, we show Property (5) in Theorem2.9 which establishes that the SDP solution has valueO(ε) when
η = ε .

Theorem 5.3 (Low Objective Value) ∑e∗{(v,x),(w,y)}∈E∗ wtBS(e∗)‖V⊗t
v,x−V⊗t

w,y‖2 ≤ O(η + ε).

The proof of this theorem uses the following lemma which shows that, ife{v,w} is an edge in the UNIQUEGAMES

instanceUη so that the corresponding orthonormal bases areη-close (via the permutationπ), thenVv,x and
Vw,y are also close ifx◦π andy are close.

Lemma 5.4 Let0<η < 1/2 and assume that for v,w∈V and i0, j0 ∈ [N], 〈vi0,w j0〉= 1−η . Letπ : [N] 7→ [N]

be defined to beπ( j0⊕ j)
def
= i0⊕ j ∀ j ∈ [N]. Then,

• Lower Bound: (1−η)8(1−2∆(x◦π,y))− (2η)4 ≤ 〈Vv,x,Vw,y〉.

• Upper Bound: 〈Vv,x,Vw,y〉 ≤ (1−η)8(1−2∆(x◦π,y))+ (2η)4.

Here,∆(x,y) denotes the fraction of points where x and y differ.

We first show how Lemma5.4implies Theorem5.3.
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Proof. [of Theorem5.3] It is sufficient to prove that for an edgee{v,w} ∈ E picked with probability wt(e)
(from the UNIQUEGAMES instanceUη ), x∈1/2 {−1,1}N, andµ ∈ε {−1,1}N,

Ee{v,w}


Ex∈1/2{−1,1}N

µ∈ε{−1,1}N

〈
V⊗t

v,x,V
⊗t
w,xµ◦πe

〉

≥ 1−O(t(η + ε)).

Sincee{v,w} is an edge ofUη , we know from the Closeness Property of Theorem3.7, that there are
i0, j0 ∈ [N] such that〈vi0,w j0〉 ≥ 1−O(η). Moreover,πe( j0⊕ j) = i0⊕ j, ∀ j ∈ [N]. Further, it follows from
a simple Chernoff Bound argument that, except with probability ε , ∆(x,xµ) ≤ 2ε . Thus, using the lower
bound estimate from Lemma5.4, we get that

〈
V⊗t

v,x,V
⊗t
w,xµ◦πe

〉
≥ 1−O(t(η + ε)).

This completes the proof.

We now present the proof of Lemma5.4.

Proof. [of Lemma5.4] Note that

〈Vv,x,Vw,y〉 =
1
N ∑

i,i′∈[N]

xiyi′〈vi ,wi′〉8

=
1
N ∑

i,i′∈[N]

xi0⊕iy j0⊕i′〈vi0⊕i,w j0⊕i′〉8.

We first show that in the above summation, terms withi = i′ dominate the summation. Since〈vi0,w j0〉 =
1−η , the Matching Property implies that for alli ∈ [N], 〈vi0⊕i ,w j0⊕i〉 = 1−η . Further, since the vectors
{wi′}i′∈[N] form an orthonormal basis forRN, ∑i′∈[N] 〈vi0⊕i ,w j0⊕i′〉2 = 1. Hence,

∑
i′∈[N],i′ 6=i

〈vi0⊕i,w j0⊕i′〉8 ≤
(
1− (1−η)2)4

= (2η −η2)4 ≤ (2η)4.

Now, 〈Vv,x,Vw,y〉 is at least

1
N ∑

i∈[N]

xi0⊕iy j0⊕i〈vi0⊕i,w j0⊕i〉8− 1
N ∑

i,i′∈[N]
i 6=i′

〈vi0⊕i,w j0⊕i′〉8,

and at most
1
N ∑

i∈[N]

xi0⊕iy j0⊕i〈vi0⊕i,w j0⊕i〉8+
1
N ∑

i,i′∈[N]
i 6=i′

〈vi0⊕i,w j0⊕i′〉8.

The first term in both these expressions is

1
N ∑

i∈[N]

xi0⊕iy j0⊕i(1−η)8 = (1−2∆(x◦π,y))(1−η)8.

The second term is bounded by(2η)4 as seen above. This completes the proof of the lemma.

The well-separatedness of the SDP solution, or Property (4)in Theorem2.9, follows from the following
lemma.
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Lemma 5.5 (Well Separatedness)For any odd integer t> 0,

1
2
Ex∈1/2{−1,1}N, y∈1/2{−1,1}N

[
‖V⊗t

v,x−V⊗t
v,y‖2]= 1.

Proof. Observe that

1
2
Ex,y

[
‖V⊗t

v,x−V⊗t
v,y‖2] = Ex,y

[
1−〈V⊗t

v,x,V
⊗t
v,y〉
]

= 1−Ex,y

[(
1
N ∑

i, j∈[N]

xiy j〈vi ,v j〉8

)t]

= 1.

The last equality follows from the fact that the contribution of (x,y) to the expectation is canceled by that of
(x,−y).

Finally, the following theorem establishes that our SDP solution satisfies the triangle inequality, Property
(3) of Theorem2.9.

Theorem 5.6 (Triangle Inequality) For t = 2240+ 1, the set of vectors{V⊗t
v,x}v∈V,x∈{−1,1}N give rise to a

negative-type metric.

Proof of Theorems2.9 and 5.1. Before we go into the proof of Theorem5.6, we note that Theorem5.2
and Theorem5.3, along with (18), Lemma5.5 and Theorem5.6, for the choicesε = (log logn)−1/3 and
η = O(ε) complete the proof of Theorem2.9and Theorem5.1(note that opt(Uη)≤ log−η ñ≤ 3log−η n).

Proof of Theorem 5.6. Theorem5.6requires proving that any three vectorsV⊗t
u,x, V⊗t

v,y andV⊗t
w,z satisfy

1+ 〈V⊗t
u,x,V

⊗t
v,y〉 ≥ 〈V⊗t

u,x,V
⊗t
w,z〉+ 〈V⊗t

v,y,V
⊗t
w,z〉. (19)

We can assume that at least one of the dot-products has magnitude at least1/3; otherwise, the inequality
holds trivially. Assume, w.l.o.g., that

|〈V⊗t
v,y,V

⊗t
w,z〉| ≥ 1/3.

This implies that|〈Vv,y,Vw,z〉|t ≥ 1/3, and therefore,

|〈Vv,y,Vw,z〉|= 1−η ′,

for someη ′ = O(1/t). It follows that, for somei, j ∈ [N], |〈vi ,w j〉| = 1−β for someβ ≤ 2−160. We give a
quick proof of this. Leti0, j0 be argmaxi, j |〈vi ,w j〉| and 1−β = |〈vi0,w j0〉|. Then,

|〈Vv,y,Vw,z〉|=
∣∣∣∣∣
1
N ∑

i, j∈[N]

yizj〈vi ,w j〉8

∣∣∣∣∣≤
1
N ∑

i∈[N]

〈vi0⊕i,w j0⊕i〉8+
1
N ∑

i 6= j∈[N]

〈vi0⊕i,w j0⊕ j〉8.

By the Matching Property,〈vi0⊕i,w j0⊕i〉= 〈vi0,w j0〉 for all i ∈ [N]. Hence,

1
N ∑

i∈[N]

〈vi0⊕i,w j0⊕i〉8 = (1−β )8.
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Moreover, by orthonormality, for alli ∈ [N],

∑
i′∈[N],i′ 6=i

〈vi0⊕i,w j0⊕i′〉8 ≤
(
1− (1−β )2)4 = (2β −β 2)4 ≤ (2β )4.

Thus,
1−η ′ = |〈Vv,y,Vw,z〉| ≤ (1−β )8+(2β )4,

giving us the claimed upper bound onβ . By relabeling, if necessary, we may assume that|〈v1,w1〉|= 1−β .

Note that (19) is equivalent to showing that

1+ 〈Vu,x,Vv,y〉t ≥ 〈Vu,x,Vw,z〉t + 〈Vv,y,Vw,z〉t .

The following elementary lemma, whose proof appears at the end of this section, implies that it is sufficient
to prove that

1+ 〈Vu,x,Vv,y〉 ≥ 〈Vu,x,Vw,z〉+ 〈Vv,y,Vw,z〉. (20)

Lemma 5.7 Let a,b,c∈ [−1,1] such that1+a≥ b+c. Then,1+at ≥ bt +ct for every odd integer t≥ 1.

Equation (20) is the same as showing

N+
N

∑
i, j=1

xiy j〈ui ,v j〉8 ≥
N

∑
i, j=1

xizj〈ui ,w j〉8+
N

∑
i, j=1

yizj〈vi ,w j〉8.

As noted before, we may assume that|〈v1,w1〉|= 1−β and, hence, by the Matching Property,

〈v1,w1〉= 〈v2,w2〉= · · ·= 〈vN,wN〉=±(1−β ).

Let λ def
= max1≤i, j≤N |〈ui ,w j〉|. We may assume, w.l.o.g., that the maximum is achieved foru1,w1, and again

by the Matching Property,
〈u1,w1〉= 〈u2,w2〉= · · ·= 〈uN,wN〉=±λ .

Now, Theorem5.6follows from the following lemma.

Lemma 5.8 Let {ui}N
i=1,{vi}N

i=1,{wi}N
i=1 be three sets of unit vectors inRN, such that the vectors in each

set are mutually orthogonal. Assume that any three of these vectors satisfy the triangle inequality. Assume,
moreover, that

〈u1,v1〉= 〈u2,v2〉= · · ·= 〈uN,vN〉,

λ def
= 〈u1,w1〉= 〈u2,w2〉= · · ·= 〈uN,wN〉 ≥ 0,

∀1≤ i, j ≤ N, |〈ui ,w j〉| ≤ λ ,

1−β def
= 〈v1,w1〉= 〈v2,w2〉= · · ·= 〈vN,wN〉,

where0≤ β ≤ 2−160. Let xi ,yi ,zi ∈ {−1,1} for 1≤ i ≤ N. Define unit vectors

u
def
=

1√
N

N

∑
i=1

xiu
⊗8
i , v

def
=

1√
N

N

∑
i=1

yiv
⊗8
i w

def
=

1√
N

N

∑
i=1

ziw
⊗8
i .

Then, the vectors u,v,w satisfy the triangle inequality1+ 〈u,v〉 ≥ 〈u,w〉+ 〈v,w〉, i.e.,

N+
N

∑
i, j=1

xiy j〈ui ,v j〉8 ≥
N

∑
i, j=1

xizj〈ui ,w j〉8+
N

∑
i, j=1

yizj〈vi ,w j〉8.
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Note that we only have|〈v1,w1〉| = 1− β but we can remove the absolute value and use this lemma as it
holds forall sign patternsxi ,yi ,zi . The proof of this lemma is very technical and appears in Appendix B. We
conclude with a proof of Lemma5.7.

Proof. [of Lemma5.7] First, we notice that it is sufficient to prove this inequality when 0≤ a,b,c ≤ 1.
Suppose thatb< 0 andc< 0, thenbt +ct < 0≤ 1+at . Hence, without loss of generality assume thatb≥ 0.
If c< 0 anda≥ 0, thenbt +ct < bt ≤ 1+at . If c< 0 anda< 0, by hypothesis, 1−c≥ b−a, which is the
same as 1+ |c| ≥ b+ |a|, and proving 1+at ≥ bt +ct is equivalent to proving 1+ |c|t ≥ bt + |a|t . Hence, we
may assume thatc≥ 0. If a< 0, then 1+at = 1−|a|t ≥ 1−|a| = 1+a≥ b+c≥ bt +ct . Hence, we may
assume that 0≤ a,b,c≤ 1.

Further, we may assume thata< b≤ c. Since, ifa≥ b, then 1+at ≥ ct +bt . 1+a≥ b+c implies that
1− c ≥ b− a. Notice that both sides of this inequality are positive. It follows from the fact that 0≤ a <
b≤ c≤ 1, that∑t−1

i=0 ci ≥ ∑t−1
i=0 aibt−1−i . Multiplying these two inequalities, we obtain 1−ct ≥ bt −at , which

implies that 1+at ≥ bt +ct . This completes the proof.
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[13] Shuchi Chawla, Anupam Gupta, and Harald Räcke. Embeddings of negative-type metrics and an
improved approximation to generalized sparsest cut.ACM Transactions on Algorithms, 4(2), 2008.4

[14] Shuchi Chawla, Robert Krauthgamer, Ravi Kumar, Yuval Rabani, and D. Sivakumar. On the hardness
of approximating multicut and sparsest-cut.Computational Complexity, 15(2):94–114, 2006.4

[15] Jeff Cheeger and Bruce Kleiner. Differentiating maps into L1, and the geometry of BV functions.
Annals of Mathematics, 171:1347–1385, 2010.5, 7

[16] Jeff Cheeger, Bruce Kleiner, and Assaf Naor. A(logn)Ω(1) integrality gap for the sparsest cut SDP. In
FOCS, pages 555–564, 2009.5, 6, 7

[17] Nikhil R. Devanur, Subhash Khot, Rishi Saket, and Nisheeth K. Vishnoi. Integrality gaps for sparsest
cut and minimum linear arrangement problems. InSTOC, pages 537–546, 2006.5, 6, 7

[18] M. Deza and Monique Laurent.Geometry of cuts and metrics. Springer-Verlag, New York, 1997.4,
7, 11, 14

[19] Peter Enflo. On the non-existence of uniform homeomorphism betweenLp spaces.Arkiv. Mat., 8:103–
105, 1969.4

[20] Uriel Feige, MohammadTaghi Hajiaghayi, and James R. Lee. Improved approximation algorithms for
minimum weight vertex separators.SIAM J. Comput., 38(2):629–657, 2008.4
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A Proof of Soundness of the PCP Reduction

Lemma A.1 (Same as Lemma4.3) For every t∈ (1/2,1), there exists a constant bt > 0 such that the fol-
lowing holds: Letε > 0 be sufficiently small and letU be an instance ofUNIQUEGAMES with opt(U )<
2−O(1/ε2). Then, for every5/6-piecewise balanced proofΠ,

Pr[Vε acceptsΠ]< 1−btε t .

Proof. The proof is by contradiction: We assume that there is a5/6-piecewise balanced proofΠ, which the

verifier accepts with probability at least 1−bt ε t, and deduce that opt(U )≥ 2−O(1/ε2). We letbt
def
= 1−e−2

96 ct ,
wherect is the constant in Bourgain’s Junta theorem.
The probability of acceptance of the verifier is

1
2
+

1
2
Ev,e{v,w},x,µ [Av(x)Aw(xµ ◦πe)] .

Using the Fourier expansionAv = ∑α Âv
α χα andAw = ∑β Âw

β χβ , and the orthonormality of characters, we
get that this probability is

1
2
+

1
2
Ev,e{v,w}

[
∑
α

Âv
αÂw

π−1
e (α)

(1−2ε)|α |
]
.

Hereα ⊆ [N]. Hence, the acceptance probability is

1
2
+

1
2
Ev

[
∑
α

Âv
αEe{v,w}

[
Âw

π−1
e (α)

]
(1−2ε)|α |

]
.

If this acceptance probability is at least 1−btε t , then,

Ev

[
∑
α

Âv
αEe{v,w}

[
Âw

π−1
e (α)

]
(1−2ε)|α |

]
≥ 1−2btε t .

Hence, over the choice ofv, with probability at least23/24,

∑
α

Âv
αEe{v,w}

[
Âw

π−1
e (α)

]
(1−2ε)|α | ≥ 1−48btε t .

Call such verticesv∈V good. Fix a good vertexv. Using the Cauchy-Schwarz inequality we get,

∑
α

Âv
αEe{v,w}

[
Âw

π−1
e (α)

]
(1−2ε)|α | ≤

√

∑
α

(
Âv

α

)2
(1−2ε)2|α |∑

α
E2

e{v,w}

[
Âw

π−1
e (α)

]
.

Combining Jensen’s inequality and Parseval’s identity, weget that

∑
α
E2

e{v,w}

[
Âw

π−1
e (α)

]
≤ 1.

Hence,

1−96bt ε t ≤ ∑
α

(
Âv

α

)2
(1−2ε)2|α |.

Now we combine Parseval’s identity with the fact that 1−x≤ e−x to obtain

∑
α : |α |>1/ε

(
Âv

α

)2
≤ 96

1−e−2btε t = ctε t .
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Hence, by Bourgain’s Junta theorem

∑
α : |Âv

α |≤ 1
504−1/ε2

(
Âv

α

)2
≤ 1

2500
.

Call α goodif α ⊆ [N] is nonempty,|α | ≤ ε−1 and|Âv
α | ≥ 1

504−1/ε2
.

Bounding the contribution due to large sets.

Using the Cauchy-Schwarz inequality, Parseval’s identityand Jensen’s inequality, we get
∣∣∣∣∣ ∑
α : |α |>1/ε

Âv
αEe{v,w}

[
Âw

π−1
e (α)

]
(1−2ε)|α |

∣∣∣∣∣≤
√

∑
α : |α |>1/ε

(
Âv

α

)2
<
√

ctε t .

We can chooseε to be small enough so that the last term above is less than1/50.

Bounding the contribution due to small Fourier coefficients.

Similarly, we use∑α : |Âv
α |≤ 1

504−1/ε2

(
Âv

α

)2
≤ 1/2500, and get

∣∣∣∣∣∣ ∑
α : |Âv

α |≤ 1
504−1/ε2

Âv
αEe{v,w}

[
Âw

π−1
e (α)

]
(1−2ε)|α |

∣∣∣∣∣∣
≤ 1

50
.

Bounding the contribution due to the empty set.

SinceEv

[
|Âv

/0|
]
≤ 5/6, Ev

[
Ee{v,w}

[
|Âv

/0Âw
/0 |
]]

≤ 5/6. This is because each|Âv
/0| ≤ 1. Hence, with probability at

least1/12 over the choice ofv, Ee{v,w}
[
|Âv

/0Âw
/0 |
]
≤ 10/11. Hence, with probability at least1/24 over the choice

of v, v is good andEe{v,w}
[
|Âv

/0Âw
/0 |
]
≤ 10/11. Call such a vertexvery good.

Lower bound for a very good vertex with good sets.
Hence, for a very goodv,

∑
α is good

Âv
αEe{v,w}

[
Âw

π−1
e (α)

]
(1−2ε)|α | ≥ 1− 1

50
− 1

50
− 10

11
≥ 1

22
. (21)

The labeling.
Now we define a labeling for the UNIQUEGAMES instanceU as follows: For a vertexv∈V, pick α with

probability
(

Âv
α

)2
, pick a random element ofα and define it to be the label ofv.

Let v be a very good vertex. It follows that the weight of the edges adjacent tov satisfied by this labeling is
at least

Ee{v,w}

[

∑
α is good

(
Âv

α

)2(
Âw

π−1
e (α)

)2 1
|α |

]
≥ ε Ee{v,w}

[

∑
α is good

(
Âv

α

)2(
Âw

π−1
e (α)

)2
]
.

This is at least

ε
1

2500
4−2/ε2

Ee{v,w}

[

∑
α is good

(
Âw

π−1
e (α)

)2
]
,
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which is at least

ε
1

2500
4−2/ε2

Ee{v,w}

[

∑
α is good

(
Âw

π−1
e (α)

)2
(1−2ε)|α |

]
.

It follows from the Cauchy-Schwarz inequality and Parseval’s identity that this is at least

ε
1

2500
4−2/ε2

Ee{v,w}



∣∣∣∣∣ ∑
α is good

Âv
αÂw

π−1
e (α)

(1−2ε)|α |
∣∣∣∣∣

2

 .

Using Jensen’s inequality, we get that this is at least

ε
1

2500
4−2/ε2

(
Ee{v,w}

[

∑
α is good

Âv
αÂw

π−1
e (α)

(1−2ε)|α |
])2

≥ ε
1

2500
4−2/ε2 1

484
.

Here, the last inequality follows from our estimate in Equation (21). Since, with probability at least1/24

over the choice ofv, v is very good, our labeling satisfies edges with total weight at leastΩ
(

ε 4−2/ε2
)
. This

completes the proof of the lemma.

B Proof of Lemma 5.8(Triangle Inequality Constraint)

Lemma B.1 [Same as Lemma5.8up to a renaming of variables] Let{ui}N
i=1,{vi}N

i=1,{wi}N
i=1 be three sets

of unit vectors inRN, such that the vectors in each set are mutually orthogonal. Assume that any three of
these vectors satisfy the triangle inequality. Assume, moreover, that

〈u1,v1〉= 〈u2,v2〉= · · ·= 〈uN,vN〉, (22)

λ def
= 〈u1,w1〉= 〈u2,w2〉= · · ·= 〈uN,wN〉 ≥ 0, (23)

∀1≤ i, j ≤ N, |〈ui ,w j〉| ≤ λ , (24)

1−η def
= 〈v1,w1〉= 〈v2,w2〉= · · ·= 〈vN,wN〉, (25)

where0≤ η ≤ 2−160. Let si , ti , r i ∈ {−1,1} for 1≤ i ≤ N. Define unit vectors

u
def
=

1√
N

N

∑
i=1

siu
⊗8
i , v

def
=

1√
N

N

∑
i=1

tiv
⊗8
i w

def
=

1√
N

N

∑
i=1

r iw
⊗8
i .

Then, the vectors u,v,w satisfy the triangle inequality1+ 〈u,v〉 ≥ 〈u,w〉+ 〈v,w〉, i.e.,

N+
N

∑
i, j=1

sit j〈ui ,v j〉8 ≥
N

∑
i, j=1

sir j〈ui ,w j〉8+
N

∑
i, j=1

tir j〈vi ,w j〉8. (26)

Proof. It suffices to show that for every 1≤ j ≤ N,

1+
N

∑
i=1

sit j〈ui ,v j〉8 ≥
N

∑
i=1

sir j〈ui ,w j〉8+ t jr j〈v j ,w j〉8+ ∑
1≤i≤N,i 6= j

〈vi ,w j〉8. (27)

We consider four cases depending on value ofλ .

(Case 1)λ ≤ η : Since〈v j ,w j〉= 1−η , and∑1≤i≤N〈vi ,w j〉2 = 1, we have

∑
1≤i≤N;i 6= j

〈vi ,w j〉8 ≤ (2η −η2)4.

38



Also, ∑N
i=1〈ui ,w j〉8 ≤ λ 6 ≤ η6. Moreover, for any 1≤ i ≤ N, by the triangle inequality,

1±〈ui ,v j〉 ≥ 〈v j ,w j〉± 〈ui,w j〉 ≥ 1−η −λ ≥ 1−2η ,

and therefore,
|〈ui ,v j〉| ≤ 2η .

Therefore,∑N
i=1〈ui ,v j〉8 ≤ (2η)6. Thus, it suffices to prove that

1≥ (2η)6+η6+(1−η)8+(2η −η2)4.

This is true whenη ≤ 2−160.

(Case 2)η ≤ λ ≤ 1−√η : We show that

1+
N

∑
i=1

sit j〈ui ,v j〉8 ≥
N

∑
i=1

sir j〈ui ,w j〉8+ t jr j(1−η)8+(2η −η2)4. (28)

(Subcase i)t j 6= r j : In this case it suffices to show that

1+(1−η)8 ≥
N

∑
i=1

〈ui ,v j〉8+
N

∑
i=1

〈ui ,w j〉8+(2η −η2)4.

Again, as before, we have that for every 1≤ i ≤ N,

|〈ui ,w j〉| ≤ λ ≤ 1−√
η,

and
|〈ui ,v j〉| ≤ λ +η ≤ 1−√

η +η .

Thus, it suffices to prove that

1+(1−η)8 ≥ (1−√
η +η)6+(1−√

η)6+(2η −η2)4.

This also holds whenη ≤ 2−160.

(Subcase ii)t j = r j : We need to prove (28). It suffices to show that

1− (1−η)8− (2η −η2)4 ≥
N

∑
i=1

|〈ui ,w j〉|8−〈ui ,v j〉8|=
N

∑
i=1

|θ8
i −µ8

i |

whereθi
def
= |〈ui ,w j〉|, µi

def
= |〈ui ,v j〉|. Clearly,

|θi −µi | ≤ |〈ui ,v j〉− 〈ui ,w j〉| ≤ 1−〈vi,w j〉= η .

Here, we used the assumption that(ui ,v j ,w j) satisfy the triangle inequality. Note also that max1≤i≤N θi = λ
and∑N

i=1θ2
i = 1. LetJ

def
= {i | θi ≤ η} andI

def
= {i | θi ≥ η}. We have,

N

∑
i=1

|θ8
i −µ8

i | ≤ ∑
i∈J

(θ8
i +µ8

i )+∑
i∈I

((θi +η)8−θ8
i )

≤ (η)6+(2η)6+∑
i∈I

((θi +η)8−θ8
i ).
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LemmaB.2, which appears after this proof, implies that the summationon the last line above is bounded by

6

∑
l=1

(
8
l

)
λ 6−lη l +9η6.

Thus, it suffices to show that

1− (1−η)8− (2η −η2)4 ≥
6

∑
l=1

(
8
l

)
λ 6−l η l +(4η)6.

This is true if

8η −
8

∑
l=2

(
8
l

)
η l − (2η −η2)4 ≥ 8λ 5η +

8

∑
l=2

(
8
l

)
η l +(4η)6.

This is true if 8η(1−λ 5) ≥ η2(28+28+1+48). This is true if 8η√η ≥ η2 ·49, which holds whenη ≤
2−160. Note that we used the fact thatλ ≤ 1−√η.

(Case 3)1−√η ≤ λ ≤ 1−η2 : We have〈v j ,w j〉 = 1−η , 〈u j ,w j〉 = λ =: 1− ζ . This implies that
〈u j ,v j〉= 1−δ , where by the triangle inequality

η ≤ ζ +δ , δ ≤ η +ζ , ζ ≤ η +δ .

Thus, to prove (27), it suffices to show that

1 + sj t j〈u j ,v j〉8 ≥ sj r j〈u j ,w j〉8 + t j r j〈v j ,w j〉8 + (2η − η2)s + (2ζ − ζ 2)4 + (2δ − δ 2)4.

Depending on signssj , t j , r j , this reduces to proving one of the three cases:

1+(1−δ )8 ≥ (1−ζ )8+(1−η)8+(2η −η2)4+(2ζ −ζ 2)4+(2δ −δ 2)4.

1+(1−η)8 ≥ (1−ζ )8+(1−δ )8+(2η −η2)4+(2ζ −ζ 2)4+(2δ −δ 2)4.

1+(1−ζ )8 ≥ (1−η)8+(1−δ )8+(2η −η2)4+(2ζ −ζ 2)4+(2δ −δ 2)4.

We prove the first case, and the remaining two are proved in a similar fashion. We have that

1+(1−δ )8− (1−ζ )8− (1−η)8 ≥ 1+(1− (ζ +η))8− (1−ζ )8− (1−η)8

≥ 8·7·ζη − ∑
3≤i+ j≤8
i≥1, j≥1

(
8

i + j

)(
i + j

i

)
ζ iη j

≥ 8·7·ζη − 232ζη ·max{ζ ,η ,δ}
≥ min{ζη ,ηδ ,ζδ},

provided that 232max{ζ ,η ,δ} ≤ 1. Thus, it suffices to have

min{ζη ,ηδ ,ζδ} ≥ (2η −η2)4+(2ζ −ζ 2)4+(2δ −δ 2)4.

This is clearly true ifζ ,η ,δ are within a quadratic factor of each other, andη ≤ 2−160. On the contrary if
δ < η2, since we already haveδ ≤ η +ζ from the triangle inequality, it reduces to Case (2) by setting η to
δ and settingλ to 1−η .

(Case 4)1−η2 ≤ λ : This is essentially same as Case (2). Just interchange 1−η with λ and interchange
ui ,vi for everyi. This completes the proof of the lemma.
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Lemma B.2 Let η ,λ and{θi}N
i=1 be non-negative reals, such that∑N

i=1θ2
i ≤ 1, and for all i, η ≤ θi ≤ λ .

Then
N

∑
i=1

((θi +η)8−θ8
i )≤

6

∑
l=1

(
8
l

)
λ 6−l η l +9η6.

Proof. Clearly,N ≤ 1/η2.

N

∑
i=1

(θi +η)8−θ8
i =

N

∑
i=1

8

∑
l=1

(
8
l

)
θ8−l

i η l

=
8−2

∑
l=1

(
8
l

) N

∑
i=1

θ8−l
i η l +8·

(
N

∑
i=1

θi

)
η7+Nη8

≤
6

∑
l=1

(
8
l

)
λ 6−l η l +8·

√
Nη7+Nη8

≤
6

∑
l=1

(
8
l

)
λ 6−l η l +9η6.
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