SISY 2014 « IEEE 12th International Symposium on Intelligent Systems and Informatics * September 11-13, 2014, Subotica, Serbia

Comparison of Various Improved-Partition Fuzzy c-Means Clustering
Algorithms in Fast Color Reduction
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Abstract— This paper provides a comparative study of sev-
eral enhanced versions of the fuzzy c-means clustering al-
gorithm in an application of histogram-based image color
reduction. A common preprocessing is performed before clus-
tering, consisting of a preliminary color quantization, histogram
extraction and selection of frequently occurring colors of the
image. These selected colors will be clustered by tested c-means
algorithms. Clustering is followed by another common step,
which creates the output image. Besides conventional hard
(HCM) and fuzzy c-means (FCM) clustering, the so-called
generalized improved partition FCM algorithm, and several
versions of the suppressed FCM (s-FCM) in its conventional
and generalized form, are included in this study. Accuracy is
measured as the average color difference between pixels of the
input and output image, while efficiency is mostly characterized
by the total runtime of the performed color reduction. Nu-
merical evaluation found all enhanced FCM algorithms more
accurate, and four out of seven enhanced algorithms faster than
FCM. All tested algorithms can create reduced color images of
acceptable quality.

I. INTRODUCTION

Data reduction has always been widely researched due to
limitations in storage space and communication bandwidth
[1], [2]. The relevant issue in most such applications is
to retain the meaning of the data as much as possible
while reducing its size. This requirement led to several
optimal methods, which employed self-organizing maps [3],
ant colony [4], Fibonacci lattices [5], self growing and self
organized neural gas [6], superposed histogram based adap-
tive clustering [7], dynamic programming [8], modified fuzzy
c-means clustering [9], improved hard c-means clustering
[10], and histogram-based c-means clustering [2]. Besides
effective storage and communication, the most relevant ap-
plications of color reduction are in image segmentation [11],
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[12], [13] and document analysis [14].

In an earlier paper [2] we introduced a histogram-based
formulation of the color reduction problem applicable for
various c-means clustering algorithms. Input images were
fed to a preliminary processing to extract and list the most
frequently occurring colors, and then c-means clustering
was applied to this list. This paper attempts to provide a
comparative study of various fuzzy c-means algorithms with
improved partition, based on their application for color re-
duction within the above mentioned framework. Algorithms
involved in this study include generalized improved partition
fuzzy c-means (GIFP-FCM) [15], [16], suppressed fuzzy c-
means (s-FCM) [17], and various generalized versions of
s-FCM [18]. Numerical analysis will be performed to reveal
the accuracy and efficiency of the tested algorithms.

The rest of this paper is structured as follows. Section
II presents the framework employed, while section III takes
into account the algorithms involved in this study. Numerical
evaluation is provided in section IV, while conclusions are
given in the last section.

II. THE FRAMEWORK

In a previous paper [2] we introduced an efficient color
reduction framework applicable with various clustering al-
gorithms. The whole color reduction process was performed
in three steps:

1) Preprocessing first provides a color quantization, re-
ducing the possible colors from 224 ~ 16.77 millions
to 523 = 140 thousands, followed by a color selection,
which separates frequent quantized colors from rare
ones via histogram thresholding, and feeds the set of
frequent quantized colors to the next step.

2) Clustering applies the chosen version of c-means al-
gorithm to the selected quantized colors and performs
fast histogram-based [19] and memory-efficient [20]
clustering. This process provides optimal cluster pro-
totypes and a label to each selected quantized color.

3) Creating output image consists of labeling all existing
quantized colors of the image and then repainting each
pixel of the original image according to the label of
the pixel’ quantized color.

There are two main parameters in the framework, valid

for all clustering algorithms:

1) The number of clusters ¢, which can vary between 2
and 256.

2) The selection percentage P ranging 80 — 100 % is the
parameter of the color selection during preprocessing.
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It determines the amount of pixels that will count at
the actual clustering. Excluding 10 % of the pixels that
belong to least frequent quantized color usually leaves
outside of the selected set two thirds of the quantized
colors [2].
Initial cluster prototypes are chosen as random selected
colors constrained by a minimum difference criterion [21].

III. EMPLOYED CLUSTERING ALGORITHMS
A. The conventional ones

The conventional fuzzy c-means (FCM) algorithm par-
titions a set of object data X = {x1,x2,...,X,} into a
number of ¢ clusters based on the minimization of a quadratic
objective function, defined as:

(& n c n
Jrom = > ufllxe —villA =) uidy, (1)

i=1 k=1 i=1 k=1
where v; represents the prototype or centroid of cluster
it (1 = 1...0), uyp € [0,1] is the fuzzy membership
function showing the degree to which vector x; belongs to
cluster ¢, m > 1 is the fuzzyfication parameter, and d;x
represents the distance (any inner product norm defined by a
symmetrical positive definite matrix A) between x; and v;.
FCM uses a probabilistic partition, meaning that the fuzzy
memberships assigned to any input vector x; with respect
to clusters satisfy the probability constraint Y ;_, u;, = 1.
The minimization of the objective function Jrcyy is achieved
by alternately applying the optimization of Jrcn over {u; }
with v; fixed, 2 = 1...c, and the optimization of Jrcn over
{v;} with w;, fixed, i = 1...¢, k = 1...n [22]. In each
loop, the optimal values are deduced from the zero gradient
conditions and Lagrange multipliers, and obtained as follows:

d;§2/(m—1)
=1 %k

V*:M Vi=1...c. 3)

‘ Dk Ul

According to the alternating optimization (AO) scheme of
the FCM algorithm, Eqgs. (2) and (3) are alternately applied,
until cluster prototypes stabilize. This stopping criterion
compares the sum of norms of the variations of the prototype
vectors v; within the latest iteration, with a predefined small
threshold value €.

Hard c-means [23] is a special case of FCM, which uses
m = 1, and thus the memberships are obtained by the
winner-takes-all rule. Each cluster prototype will be the
average of the input vectors assigned to the given cluster.

B. Fuzzy c-means with improved partition

Partitions provided by FCM have an undesired property:
in the proximity of the boundary between two neighbor
clusters, fuzzy memberships with respect to other clusters
have local maxima, instead of being close to zero. To
suppress this phenomenon without losing the fuzzy nature

TABLE I
SUPPRESSION RULES INCLUDED IN THIS STUDY, WHERE

Uk = max{u;k,j =1...c}

Suppression rule Suppression rate formula

1— (sin 7’”"2“’}9 )5
gs¢-FCM at £ = 0.9 e e S

gs,-FCM at 7 = 0.5 ap = ——7

T uypT L
gsg-FCM at 6 = 0.5 | ai = [1 — Uk + Ui (1 — 9)2/(17771)] -

of the algorithm, Hoppner and Klawonn [15] introduced the
so-called FCM with improved partition (IFP-FCM), which is
derived from an objective function that additionally contains
a rewarding term:

C n n C
Jiep = Y > updy = ar Y (ux—1/2)*, @)
i=1 k=1 k=1 =1
where parameters ay, are positive numbers. The second term
has the effect of pushing the fuzzy membership values u;,
i=1...c, k =1...n towards O or 1, while maintaining
the probabilistic constraint. Later, Zhu et al. [16] introduced
a generalized version of this algorithm, derived from the
objective function

Jorrp = Z Zu%d?k + Z ag Zuzk(l - u;ﬁil) , (5)
k=1 =1

i=1 k=1
whose optimization leads to the partition update formula

(d2, — ay) Y/ m=1) Vi=1...c,

< Vk=1...n ©
Y (@ — @)~/
j=1

Equation (6) explains us the behavior of GIFP-FCM: for
any input vector xj, the square of its distances measured
from all cluster prototypes are virtually reduced by a constant
positive value ay. The authors also proposed a formula for
the choice of ay: ar, = wmin{d?,i = 1...c}, with w €

* _
Ui =

[0.9,0.99], thus keeping the square of all distorted distances
positive. Using w = 1 would reduce GIFP-FCM to HCM.

Both versions of the improved clustering models keep
FCM’s prototype update formula given in Eq. (3).

C. Suppression of fuzzy c-means

The suppressed fuzzy c-means (s-FCM) algorithm [17]
had the declared goal of reducing the execution time of
FCM by improving its convergence speed, while preserving
its good partition quality. The s-FCM algorithm does not
minimize Jrcn.

Instead of that, it manipulates with the AO scheme of
FCM, by inserting an extra computational step in each
iteration, placed between the partition update formula (2)
and prototype update formula (3). This new step deforms
the partition (fuzzy membership functions) according to the
following rule:

1—a+oauy ifi=argmax{u;,}
Wik = J , (D

QUi otherwise
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TABLE 11
OVERALL ACCURACY RANKING BASED ON 300 RUNS (15 IMAGES X 20 SCENARIOS). FIGURES INDICATE NUMBER OF TOP RANKED PERFORMANCES
ouT OF 300
FCM GIFP-FCM s-FCM gs-FCM HCM
w=09 | w=09 | a=05 | a=09 | =09 | 7=05 | §=0.5

Best 14 137 11 18 73 26 5 13 3

In top 2 35 176 48 53 123 74 35 50 6

In top 3 46 203 67 99 163 126 84 98 14

Better than FCM 251 210 240 280 258 233 242 84
TABLE III

AVERAGE ACD VALUES OF 15 IMAGES OBTAINED IN 20 DIFFERENT SCENARIOS BY VARIOUS ALGORITHMS. BEST PERFORMANCE IS HIGHLIGHTED IN
EACH SCENARIO

c P FCM GIFP-FCM s-FCM gs-FCM HCM
w=09]w=099 [ a=05]a=09]&=09]7=05]0=05
16 | 100 || 7.5254 7.6518 7.7834 7.6012 7.4457 7.5360 7.6233 7.6138 | 7.8251
16 95 || 7.5838 7.6035 7.6476 7.5627 7.4638 7.5435 7.5867 7.6314 | 7.6974
16 90 || 7.7022 7.6058 7.6380 7.6181 7.5714 7.6007 7.6061 7.6289 | 7.9226
16 80 || 8.0188 7.7446 7.8232 7.7200 7.7616 7.7527 7.7309 7.7361 8.1006
32 | 100 || 5.6423 5.6355 5.8090 5.6244 5.4981 5.5750 5.7042 5.6287 | 5.8590
32 95 || 5.7185 5.5920 5.6873 5.5917 5.5311 5.5567 5.6099 5.5957 | 5.9505
32 90 || 5.8247 5.5469 5.6436 5.5717 5.6209 5.5949 5.5861 5.5849 | 6.0411
32 80 || 6.0848 5.7939 5.8913 5.8314 5.8776 5.8611 5.8599 5.8190 | 6.7379
64 | 100 || 4.3514 4.2656 4.4101 4.3228 4.1975 4.2296 4.3406 42789 | 4.5330
64 95 || 4.4281 4.1977 4.2893 4.2558 4.2142 42119 4.2664 4.2347 | 4.6846
64 90 || 4.5925 4.2798 4.3473 4.3253 4.3149 4.3330 4.3334 4.3406 | 4.8910
64 80 || 4.9793 4.4794 4.5695 4.5647 4.6276 4.6285 4.5853 4.5933 | 5.4136
128 | 100 || 3.5745 3.3784 3.5157 3.4431 3.3337 3.3643 3.4643 3.3838 | 3.7372
128 95 || 3.6116 3.3636 3.4413 3.4120 3.3900 3.3982 3.4261 3.4110 | 3.8861
128 90 || 3.7758 3.4156 3.4906 3.4761 3.4985 3.5113 3.4817 3.4864 | 4.0708
128 80 || 4.1226 3.7234 3.7800 3.7769 3.8559 3.9156 3.7821 3.8683 | 4.5874
256 | 100 || 3.0122 2.7540 2.8967 2.8417 2.7614 2.8004 2.8514 2.7695 3.1139
256 95 || 3.1168 2.7683 2.8513 2.8202 2.8284 2.8858 2.8203 2.8203 3.3317
256 90 || 3.2367 2.8427 2.9075 2.8896 2.9412 3.0024 2.8907 29125 | 3.4750
256 80 || 3.6879 3.1414 3.1681 3.1906 3.3070 3.3646 3.1888 3.2632 | 4.0775

Fig. 1. Color reduction results of GIFP-FCM (w = 0.9): (a) original image; (b) 16 colors; (c) 64 colors; (d) 256 colors. Pixel selection rate was set to
P =90%

TABLE IV
OVERALL EFFICIENCY RANKING BASED ON 300 RUNS (15 IMAGES X 20 SCENARIOS). FIGURES INDICATE NUMBER OF TOP RANKED PERFORMANCES
ouT OF 300
FCM GIFP-FCM s-FCM gs-FCM
w=09 | w=09 | a=05] a=09 | =09 | 7=05] =05

Best 30 3 57 107 4 1 77 21

In top 2 43 9 97 199 12 6 181 48

In top 3 77 12 167 252 23 22 239 108

Faster than FCM 102 209 241 97 125 250 183
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Some images in original (upper row) and after color reduction (bottom row): 32 colors (c); 48 colors (b, e, f); 64 colors (d, g, h); 96 colors (a).
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where p;, (¢ = 1...¢, k = 1...n) represents the fuzzy
memberships obtained after suppression. During the itera-
tions of s-FCM, these suppressed membership values ;g
will replace u;; in Eq. (3). Suppression rate o = 1 makes
s-FCM identical with FCM, while a = 0 with HCM. All
other values of « lead to algorithms that differ from all above
mentioned ones.

In an earlier paper [18] we have introduced several gen-
eralized rules for the suppression of the FCM partition, and
showed the relation of all s-FCM versions with GIFP-FCM.
These generalization rules consider the suppression rate
context sensitive and thus assign a dedicated oy, suppression
rate to each input vector X; in each iteration. For this
study, we have chosen some of the suppression rules found
successful in [18], they are exhibited in Table I.

IV. NUMERICAL EVALUATION
A. Accuracy benchmarks

To provide quantitative evaluation of the algorithms’ ac-
curacy, we will compute the averaged color distance (ACD)
between the original input images and the final color reduced
images in various scenarios, employing the formula:

1 n
ACD:E;I\erAkH : ®)

where xj, is the color vector of pixel k, and )y is the label
given to pixel k.

Fifteen color photographs (800 x 600 pixels, 8-bit color
depth) were fed to all algorithms presented in Section III,
containing 3-30 thousand colors after color quantization.
All algorithms were run at 20 different scenarios gener-
ated by parameters ¢ € {16,32,64,128,256} and P €
{80%, 90%, 95%, 100%}. Various benchmark indices were
recorded, including ACD, total runtime, and number of main
loops performed. Table II exhibits the results of the 300
accuracy competitions (15 images x 20 scenarios) of the
nine algorithms. Although GIFP-FCM (w = 0.9) is ranked
first, in best 2, and in best 3 the most times, s-FCM (a = 0.9)
is the one that performs the most times better than FCM.
Table III lists ACD values given by various algorithms in
the 20 scenarios, averaged over the 15 images. Again here,
GIFP-FCM (w = 0.9) and s-FCM share the first places. The
former performs better for larger values of ¢ and lower values
of P parameter. Both tables show that HCM has the worst
(but comparable) results out of all tested algorithms, and
most improved partition algorithms indeed perform better
than FCM in most cases.

Figure 1 shows an example of image used as input and
three output images created by the GIFP-FCM algorithm,
at P = 90% pixel inclusion rate. Sixteen colors proved
definitely too few to produce acceptable images, although
every relevant detail is visible also here. The other two
representations show the output for ¢ = 64 and ¢ = 256
clusters. These images are of better quality. The latter can
hardly be distinguished from the original, when screened or
printed in small size. These images suggest that FCM-based

algorithms are able to extract acceptable palettes of color
images. Figure 3 exhibits several examples of reduced color
images of good quality, which use only 32-96 colors.

B. Efficiency benchmarks

The efficiency of the algorithms was characterized by their
total runtime including preprocessing and the creation of
output image.

Table IV shows the results of the 300 efficiency compe-
titions (15 images x 20 scenarios) of the algorithms. HCM
won almost all competitions, but it was excluded from this
table as we were more interested in the competition of fuzzy
ones. Here s-FCM (« = 0.5) has top ranking the most times,
but gs-FCM (7 = 0.5) was found the one performing the
most times quicker than FCM.

Figure 2 presents the average runtime of each tested
algorithm, obtained in case of various cluster numbers ¢, and
pixel selection rate P = 90%. Averaging was performed over
the fifteen test images. All efficiency tests were performed
on a PC with i5 processor running at 2.8GHz frequency.
Algorithms were allowed to perform up to 300 iterations
unless convergence was reached. HCM was stopped after
the first iteration that produced no change in labels, while
all others used convergence threshold set to € = ¢/10.

V. CONCLUSIONS

In this paper we employed seven fuzzy c-means clustering
algorithms with improved partition, together with HCM and
FCM, in a color reduction problem, to provide a comparison
in terms of accuracy and efficiency. All improved partition
algorithms produced better accuracy than FCM, and four of
them were found more efficient as well. As accuracy is the
most important in color reduction, it is recommendable to
choose GIFP-FCM using w = 0.9. In applications where
time also counts, gs-FCM with 7 = 0.5 might be the right
choice.
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