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ABSTRACT

TURKISH LARGE VOCABULARY CONTINUOUS SPEECH
RECOGNITION BY USING LIMITED AUDIO CORPUS

Susman, Derya
M.Sc., Department of Computer Engineering
Supervisor: Prof. Dr. Adnan Yazici

Co-Supervisor: Dr. Selcuk Koprii

February 2012, 65 Pages

Speech recognition in Turkish Language is a challenging problem in several
perspectives. Most of the challenges are related to the morphological structure of the
language. Since Turkish is an agglutinative language, it is possible to generate many
words from a single stem by using suffixes. This characteristic of the language
increases the out-of-vocabulary (OOV) words, which degrade the performance of a
speech recognizer dramatically. Also, Turkish language allows words to be ordered

in a free manner, which makes it difficult to generate robust language models.

In this thesis, the existing models and approaches which address the problem of
Turkish LVCSR (Large Vocabulary Continuous Speech Recognition) are explored.
Different recognition units (words, morphs, stem and endings) are used in
generating the n-gram language models. 3-gram and 4-gram language models are
generated with respect to the recognition unit.



Since the solution domain of speech recognition is involved with machine learning,
the performance of the recognizer depends on the sufficiency of the audio data used
in acoustic model training. However, it is difficult to obtain rich audio corpora for
the Turkish language. In this thesis, existing approaches are used to solve the
problem of Turkish LVCSR by using a limited audio corpus. We also proposed
several data selection approaches in order to improve the robustness of the acoustic

model.

Keywords: large vocabulary continuous speech recognition, agglutinative, hidden

markov model, n-gram language model, low-resourced languages



0z

KISITLI SES KULLIYATI iLE TURKCE GENIiS DAGARCIKLI
SUREKLI KONUSMA TANIMA

Susman, Derya
Yiiksek Lisans, Bilgisayar Miihendisligi Boliimii
Tez Yoneticisi: Prof. Dr. Adnan Yazici
Ortak Tez Yoneticisi: Dr. Selguk Koprii

Subat 2012, 65 sayfa

Tiirk¢e konusma tanima c¢esitli agilardan zorlu bir problemdir. Zorluklarin bir¢ogu
dilin morfolojik yapisindan ileri gelmektedir. Tiirkge sondan eklemeli bir dil
oldugundan, tek bir gévdeden ekler kullanarak bir¢ok yeni kelime olusturulabilir.
Dilin bu 6zelligi dagarcik dis1 kelime sayisini arttirir; bu kelimeler de konusma
tantyicisinin performansini onemli 6l¢iide diisiiriirler. Ayrica, Tiirkge dilinin serbest

kelime dizilimine izin vermesi, saglam dil modelleri olusturmay1 da giiglestirir.

Bu tezde, Tiirkge GDSKT (Genis Dagarcikli Siirekli Konusma Tanima) problemini
¢ozmeyi hedefleyen yaklasimlar ve modeller arastirilmistir. N-gram dil modellerini
olustururken degisik tanima birimleri (kelimeler, morflar, kokler ve ekler)
kullanilmigtir. Tanima birimine uygun olarak, 3-gram ve 4-gram dil modelleri

tretilmistir.

Vi



Konugma tanimanin ¢6ziim alant makine Ogrenmesi ile iliskili oldugundan,
tantyicinin performanst akustik modeli olusturmada kullanilan egitim verisinin
yeterliligine baghdir. Ancak, Tiirk¢e dili i¢in zengin bir ses kiilliyat1 elde etmek
zordur. Bu tezde, kisith bir ses kiilliyat1 ile var olan yaklasimlar kullanilarak Tiirkge
GDSKT problemi c¢oziilmeye calisilmistir. Ayrica, akustik modelin bagarimini

arttirmak i¢in cesitli veri segme yaklasimlar: dnerilmistir.

Anahtar Kelimeler: genis dagarcikli siirekli konusma tanima, sondan eklemeli,

sakli markov modeli, n-gram dil modeli, kisitli kaynakli diller
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CHAPTER 1

INTRODUCTION

In this thesis, we aim to explore the existing approaches and models in order to solve
the problem of Turkish LVCSR by using a limited audio corpus. The main
challenges in Turkish LVCSR are caused by the productive morphological structure
of the language. Also, the availability of sufficient audio corpus is a problem. We
aim to show how existing approaches for Turkish perform when limited audio

training data is available.

Even without the challenges introduced by the morphological structure of the target
language, speech recognition is a complex task from several perspectives. The way a
word is uttered differs from person to person. Even, the way a word is uttered by the
same person also differs from time to time, depending on her mood and the acoustic

conditions of the environment. The perception of the listener is also a factor.

Speech recognition is utilized in various areas. It is an important tool in human and
computer interaction where the human is too busy to command the computer by
using the keyboard. For example, a speech recognizer in telephony domain can be
used to route calls according to the names uttered. In medical areas, dictation systems
are used by doctors to prepare medical prescriptions for patients. Different
algorithms and techniques are required for different application areas since some of

these recognizers are speaker-dependent and some of them are not.



Broadly speaking, a speech recognizer treats the input signal as a sequence of
phonetic symbols. The recognizer conducts a search among many candidates to find

the word that matches the input signal best.

Hidden Markov Models (HMM) are the most commonly used technique in speech
recognition. An HMM is used to represent the speech signal in a statistical approach.
Being a state machine at its core, an HMM consists of hidden states which are
invisible and observable outputs which are visible. Hidden Markov Models became

popular in speech recognition during 1980s.

Ideally, an LVCSR system is expected to recognize every word uttered by the
speaker in a natural manner. Although great progress has been achieved in speech

recognition since late 90s, it can still be referred as a developing field.

LVCSR systems aim to recognize words in a language as they are uttered by the
speaker in a natural and continuous manner. Hence, an LVCSR system is different
from an isolated-word speed recognition system in the sense that there is not an
intended pause between the words being uttered. Also, building an LVCSR system
requires large amounts of text and audio data in order to model the acoustic and

lingual properties of the target language.

The sufficiency of the training data is very relevant to the performance of the
recognizer because speech recognition heavily utilizes machine learning. If a word is
not contained by the audio corpus which is used to train an LVCSR system, there is
no possibility of the word to be recognized correctly and the word is deemed to be an
out-of-vocabulary (OOV) word. As it is shown in [1], an OOV word introduces 1.5
recognition errors on average. Hence, OOV words are important factors which

increase WER (Word Error Rate) values.

A speech recognizer mainly utilizes two models in the recognition process: the
acoustic model and the language model. The acoustic model provides the probability

of an acoustic observation sequence given a word. The language model gives us the



probability of a sequence of words. The coordination of these models is very crucial

in an ASR system.

Turkish is an agglutinative language, which enables the generation of many words
from a single stem. The productive morphology of Turkish language increases the
number of OOV words in a speech recognition process. Language models which use
sub-units such as morphs and stem/endings are preferable for Turkish LVCSR [2],
[3], [4] and [5], since processing words as they are do not address the problem of
high OOV word rates. On the other hand, language models built by using sub-units

introduce the problem of generating invalid sequences of sub-units [2].

N-grams are the most widely used approach in building language models for LVCSR
systems. Since there is a trade-off between n-gram order and robustness of n-gram
parameters, 3-grams are the most widely used n-gram order in ASR (Automatic
Speech Recognition) systems [2]. However, for sub-word units, 4-gram models are
also preferred.

The amount of the training data utilized in learning based systems is significant in
terms of model robustness and computational cost. Data selection can be applied to
select a subset which represents the training data best. The selection of a best
representative subset is significant if training the system by using the entire training
data is not computationally feasible. If the sufficiency of the available training corpus
is low, data selection can be adopted to select the more useful data segments and
generate artificial samples of the selected data in the training corpus. As pointed out
earlier, it is difficult to obtain rich audio corpora for the Turkish language. In order to
address the insufficiency of the audio corpus, we employed several data selection
approaches. These approaches aim to increase the recognition performance by
analyzing and reorganizing the audio training data. We obtained a 1.77% decrease in
the word error rate (WER) by reorganizing the audio corpus utilized in this research.



1.1 Statement of the Problem

Since Turkish is a highly productive, agglutinative language, there are more
challenges to overcome in the context of speech recognition with respect to other
languages. The highly productive nature of the language enables the generation of
many distinct words by using a single stem and various suffixes. This property of the
language imposes the problem of acquiring large audio training corpora, since the

solution domain of speech recognition is related to machine learning.

Previous researches carried out on Turkish LVCSR mainly focus on experimenting
with different language modeling approaches. Since it is easy to have many distinct
words from a single stem and difficult to obtain a very large audio corpus, language
model alternatives to the word-based model were investigated. [4] is one of the first
studies which proposes to generate the language model for Turkish by using units

smaller than a word.

In [6], stems, endings and morphemes were used to generate a hybrid language
model. It is reported that the word based language model outperformed the proposed
hybrid language model. In [7], syllable-based language model was compared with
stem ending based and word based models. In [4], stem based language modeling
was compared with stem ending based language modeling. In that study, recognition
results with the stem based model are reported to be better than the results obtained
by using the stem ending based model. In [2], morph based language modeling gave
the best recognition results. Different amounts of audio data were utilized in these

researches.

In our thesis, we show how different language modeling approaches perform when
limited amount of audio training data is available. In our research, we experimented
with word based, stem based, stem ending based and morph based language models.
We also experimented with a hybrid model which is based on word based and stem

ending based language modeling. In our experiments conducted with limited audio



training data, we obtained the best recognition results by using a word based

language model.

1.2 State-of-the-art in Automatic Speech Recognition

The state-of-the-art LVCSR systems are comprised of four main components: front-
end processor, acoustic model, language model and decoder [8]. The quantitative
representation of the speech signal is obtained by front-end processing. MFCC (Mel-
frequency cepstral coefficients) is a commonly used method for acoustic feature
extraction in speech recognition domain. The acoustic model is generated by using
Hidden Markov Models. N-grams are heavily utilized in generating language models
[8]. The decoder component, which encapsulates the Viterbi algorithm at its core, is
used to find the best match for the speech input by incorporating the acoustic and the

language models.

In state-of-the-art, the ASR systems which target agglutinative and highly productive
languages utilize sub-word based language models. Sub-word recognition units can
be obtained by using morphological or statistical approaches. Stem-endings,
morphemes, syllables and morphs are used as sub-word recognition units [2], [4], [5]
and [7].

Recently, speech recognition applications have become more ubiquitous since the
numbers of resources available through the Internet and computation power have
increased. For instance, one can build an ASR system for the English language by
using several freely available speech data and tools. Outside the scope of this thesis,
we built an LVCSR system with a moderate recognition rate for the English language

by utilizing speech data which is publicly available on the Internet.

Google offers voice-based web search in which the users supply queries in their
native languages [37]. Mercedes-Benz conducted speech recognition researches in

order to assist drivers in controlling their environmental and navigational systems



[38]. Speech recognition is also utilized by video search companies, such as Blinkx

[39], in order to recognize specific words in videos.

With the recent advance of the mobile technologies, speech recognition applications
have become more accessible and available. Apple Siri (Speech Interpretation and
Recognition Interface) enables users to issue voice-based commands in their mobile
phones [40]. Google provides speech recognition services for Android platforms with
high recognition rates. The high performance of Google's speech recognition can be
related to the large amounts of available voice data retrieved by various speech

related services offered by Google.

In recent years, various achievements were obtained in the domain of Turkish
LVCSR systems. In [2], a word error rate of 22.9% was obtained by using morphs,
which are statistically derived units, as recognition units. In [2], significantly large
amounts of acoustic (~194 hours) data were utilized in generating the acoustic
models. However, a publicly available, rich Turkish audio corpus which can be used

for speech recognition purposes is still not available.

In Turkish speech recognition industry, the Dikte ASR system [41] is available for
purposes like writing reports and converting court records to texts. Dikte provides
speech recognition capabilities for various domains including medicine and law. The

program also provides features which aim to aid the visually-impaired users.

1.3 Organization of the Thesis

In Chapter 2, we explain the fundamental concepts of speech recognition, like
acoustic modeling, language modeling and decoding. In this chapter, we also give a
brief explanation on Hidden Markov Models and performance measures used in this

research.

Chapter 3 narrows down the speech recognition concept to Turkish speech
recognition. In this chapter, we explain the morphological structure of Turkish



briefly and outline the challenges of speech recognition in Turkish. We also give a

literature survey about the existing studies on Turkish LVCSR.

In Chapter 4, we give details about the acoustic and textual data as well as the tools

utilized in this research.
In Chapter 5, we explain the details of the approaches utilized in this thesis.

In Chapter 6, the experimental results we obtained in this research are explained and

compared with existing studies.

Finally, Chapter 7 concludes this thesis with a summary of our experiments.



CHAPTER 2

SPEECH RECOGNITION

At its core, speech recognition can be considered as a search problem. A speech
recognizer accepts a string of symbols as input and tries to return the best matching
string of symbols by analyzing all possible strings. The recognizer chooses the best
match by considering the conditional probabilities of all possible strings. The output
of the recognizer can be used differently with respect to the problem: It can be

converted to text or it can be input to another command-based application.

Although the aim of a speech recognizer is to generate the corresponding
transcription of speech input, several aspects must be considered with respect to the
context in which the speech recognizer will operate. Vocabulary size, speaking
manner and environmental conditions are key points to be considered in the design
process of a speech recognizer. The vocabulary size which is required by an LVCSR
system and a simple digit recognizer is significantly different. A speech recognizer
which is designed to operate on a few commands has a pre-determined vocabulary
and speaking manner. However, an LVCSR system is supposed to handle natural and
spontaneous speaking styles. A speech recognizer which is designed for outdoor use
must be adapted to noisy conditions better than a speech recognizer which is

designed to operate indoors.

In order to recognize an utterance, a speech recognizer first needs to convert the
speech signal into a quantitative format. Next, the speech recognizer conducts a
search to find the best matching pattern for the speech input. Modern ASR
(Automatic Speech Recognition) systems rely on statistical principles which are

8



based on training strategies. The recognition task is handled by the resultant
probabilistic model which is formed by training the system by using audio and

textual data.

Next, we’ll explain the components of an ASR system.

2.1 Components of an ASR System

The input source of an ASR system is a speaker. The words uttered by the speaker
arrive at the front-end processing module of the ASR system over a transmission
channel. The speaker, the transmission channel and the front-end processing module
are referred as the “noisy channel” [8]. The front-end processor converts the raw
speech waveform into acoustic observations. Then, the decoder component of the
ASR system tries to choose the sequence of words which best matches the speech
input. The decoder utilizes the acoustic and language models during the decoding

process. We can outline the main components of an ASR system as below [8]:
e Front-end processor
e Acoustic model
e Language model
e Decoder

The front-end processor converts the speech waveform into multiple frames of 10 to
25 milliseconds. These frames are then transformed into spectral features which
determine the energy levels contained by the acoustic signal. In order to recognize
individual phones, the acoustic model considers the probabilities of each phoneme
(the smallest meaningful unit of sound) in the language. By using these probabilities,
the acoustic model determines if a sequence of phones correspond to a word in the
language. After phone recognition, the decoder component attempts to find the most
probable sequence of words by using a pronunciation dictionary and a language



model. The language model enables the decoder to search among sentences which
are likely to match the speech input. The probability of a sentence is determined by
considering the probabilities of the words which form the sentence. These
probabilities are provided by the language model which attempts to model the

linguistic properties of the language [8].

The problem to be solved by a speech recognition system can be stated as follows

[8]:

“Given an acoustic input O and a language L, what is the most likely sentence for

acoustic input O among all sentences in language L?”

The acoustic input is treated as a sequence of observations. Each observation is 10 to
25 ms long. These observations represent the time intervals contained by the acoustic
input. So, the acoustic input can be represented as a sequence of individual symbols

as shown below:
O = 0102,03,...,0n

Similarly, a sentence is composed of a sequence of words. A speech recognizer tries
to find the most likely word out of all words in the language. This problem can be
formulated as:

W = argmax P(W/|O)

WeL
(2.1)
By using the Bayes’ rule, Equation 2.1 can be decomposed as:
W = argmax P(O|W) P(W) / P(O)
WeL
(2.2)

Here, P(O|W) is the acoustic probability of the observation O to represent the word
W. P(W) is the probability of the word W, which is estimated by using the language
model. P(O) is the probability of observing the acoustic input. Since P(O) holds the

10



same value for every sentence in the language, this probability can be omitted from
the formula. So, the formula can be simplified as:
W = argmax P(O|W) P(W)
WeL (2.3)
Equation 2.3 summarizes the problem of speech recognition. The most likely
sequence of words for an acoustic input can be determined by calculating the product
of two possibilities for every sentence in the language and selecting the sentence with

the greatest product value [8].

Speech Input Training Speech Data »| Front-End
l Processing
Front-End l
Processing Acoustic Model [« Feature Vectors
¥ l
Feature Vectors » Decoder |° Language Model
l Y
Fecognized Speech Training Text Data

Figure 2.1 - Components of an LVCSR system

In Figure 2.1, an overview of an LVCSR system is given. Initially, an LVCSR
system converts a speech input into feature vectors. The acoustic model, which
contains phone likelihoods, is obtained by training the system with speech data. The

language model, which consists of n-grams, is obtained by training the system with
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text data. The decoder processes the parameterized speech data by using the acoustic

and language models and finally produces the recognized speech.

Next, we will explain the components of an LVSCR system in detail.

2.2 Front End Processing

The speech signal must be converted into a format which can be processed by a
computer. This is obtained by acoustic processing, which is referred as feature
extraction. In order to represent a slice of a speech signal, a vector of numbers is
required. A feature consists of a vector of numbers. By assigning a feature for each
and every slice of a speech data, we obtain a quantitative representation for the entire
speech signal which can be processed by a computer.

In order to obtain slices of a speech signal, very short time frames (10ms to 25ms)
need to be captured. These frames must be small enough so that they can be treated

as stationary (i.e., not changing). By using these frames, features are obtained.

Features can be represented by using different techniques such as, linear prediction
coefficients (LPC), mel-frequency cepstrum coefficients (MFCC), LP based cepstra

or spectrum coefficients [4].

Since it is a widely used format in speech recognition, we utilized the MFCC format
in this thesis. More information on acoustic processing of speech can be found in [8].

2.3 Acoustic Model

The aim of the acoustic model component of an ASR system is to compute the
probability value, P(O|W), in Equation 2.3. P(O|W) is the acoustic probability of the
observation O to represent the word W. Since it is not possible to model each and
every word in a language, smaller units like phones and triphones are modeled. By
using the models for smaller units, word models are obtained. Hidden Markov

Models (HMMs) are the most commonly used models for acoustic modeling in the
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state-of-the-art speech recognition systems. In the next section, we will explain the
essential concepts of an HMM and its use in acoustic modeling. More information

about the introduction of HMMs into speech recognition can be found in [9].
2.3.1 Hidden Markov Models

A Markov chain is a weighted automaton. The automaton goes through different
states with respect to the input sequence. Each state transition is associated with a

probability value.

Hidden Markov Models are special cases of Markov chains. An HMM is treated as a
Markov model with unobservable states. An HMM contains observable outputs,
which depend on the unobservable states. Every state of the HMM has a probability

distribution over the possible observations.
A Markov model consists of:
e A set of states
o A set of transition probabilities
o A start state
e An end state
o A set of observation likelihoods
An HMM introduces two more properties into the standard Markov model:
o A separate set of observations
e The observation likelihoods can take values in [0.0, 1.0] range.

In the context of speech recognition, the states of an HMM correspond to phone

symbols. The spectral features obtained by front end processing (see section 2.2) are
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treated as observable outputs. Each phone symbol corresponds to a number of

spectral features with different probabilities.

The pronunciation of a single phone is affected by neighbour phones. To model the
pronunciation of single phone correctly, the left and right contexts of the phoneme
are also considered. This is achieved by building left-to-right, 3-state HMMSs. The
triphone acoustic model enables us to consider a monophone in a larger context.
Since the recognizer tries to match a group of phonemes instead of a single phoneme,
triphones increase the recognition accuracy of an ASR system. Since word models
are obtained by concatenating the phone models, modeling the accurate

pronunciation of a phone is crucial.

Figure 2.2 depicts the triphone model for the Turkish word “bir”. The triphones for

the word can be given as: “c—b+i”, “b—i+r’and “i—r+g”

fl |P+ ﬂ (l |ﬁ+ ﬂ (l |P+ fl (l |P+
E]-p@q»@_. E]—P@—P@—h €)+®—h®—p E)—h@

Figure 2.2 - Triphone HMM for the Turkish word "'bir"

Being a statistical model, an HMM needs to be trained on a sufficient set of acoustic
data in order to learn the acoustic parameters of the model. To find out the most
probable phone sequence for a given acoustic observation, the Viterbi algorithm is

applied over the trained acoustic model.

Developed by Andrew Viterbi in 1967, the Viterbi algorithm is commonly used in
ASR systems to solve the problem of decoding, namely, finding out the most likely
state transition path corresponding to an observation sequence. The Viterbi algorithm
is a more efficient variation of the Forward algorithm. In the Forward algorithm,
each word is considered separately. However, the Viterbi algorithm considers all the
words in parallel while finding out the most likely path. More about information

about the Viterbi algorithm can be found in [8, 9].
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2.4 Language modeling

In speech recognition, predicting the next word which will follow a certain word is
an important task. In order to obtain estimations about the word distributions in a
particular language, a statistical model is required. This statistical model is referred
as the language model. Language models are generated by using significant amounts
of training text data. Therefore, the accuracy of a language model is closely

dependent on the training text data.

Language modeling aims to compute the P(W) probability in Equation 2.3.
Considering the individual frequency of a word is not sufficient to calculate the
probability of a word [8]. For instance, if we consider the English words “the” and
“voice”, the word “the” is expected to be much more frequent than the word “voice”.
However, if we consider a sentence such as “He has a rather soft ...” the word

“voice” fits in better, no matter how frequent the other word may be.

In estimating the probability of a word, considering the previously uttered words is
important because such a history reduces the set of possible words which will follow
the previous ones. For instance, if we consider the sentence, “The sun is shining

bright”, the probability of the word “bright” can be stated as:
P(bright|The sun is shining)

However, calculating such a word probability for long sentences is problematic [8].
This problem can be addressed by keeping history set short. For instance, the bigram
model suggests considering only the single previous word. With respect to the
bigram model, the probability of the word “bright” can be given as:

P(bright|shining)

If the history size is set to three, then the model is a trigram (3-gram) model. The
trigram model suggests considering the previous two words. If the history size is set

to zero, then the history context is avoided.
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An n-gram language model predicts the next word by considering the n previous
words. The language models of the state-of-the-art ASR system are composed of n-
grams. N-gram models are generated by using training text data. It is important to
note that the size and the domain of the training text corpus are crucial factors which
affect the accuracy of an n-gram model.

Since an n-gram model is obtained by using a text corpus, a word which is missing in
the training text corpus will have zero probability. In order to overcome this problem,
smoothing must be applied. During the smoothing process, low probability
(including zero probability) n-grams are reevaluated and assigned non-zero
probabilities.

In order to have non-zero word probabilities, further actions can be taken. There are
two strategies for n-grams: back-off and deleted interpolation. In back-off strategy,
the lower n-grams are not taken into account if the n-gram count is greater than zero.
For instance, if a trigram model is used, the back-off strategy does not interpolate the
bigram and unigram counts if the trigram counts are greater than zero. If the trigram
counts are zero, bigram and unigram probabilities are considered. However, in
deleted interpolation strategy, lower order n-grams are also taken into account and all
three models are interpolated [8]. Deleted interpolation strategy helps reducing the

number of low probability n-grams.

Base recognition unit is another aspect of an ASR system which is also addressed by
language modeling. The most widely used approach is taking words as the base
recognition units. However, word-based models cause high OOV word rates for
agglutinative languages like Turkish, Czech, Hungarian, Finnish and Korean [6].
Since agglutinative languages have productive morphologies, smaller recognition
units are used in order to address the problem of high OOV word rates [5, 10, 11,
12]. Syllable based, morph based and stem-ending based word models are used in

order to handle the high OOV word rate problem in agglutinative languages.
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In a syllable based word model, the base recognition units are syllables. In a morph
based word model, morphs are taken as the base recognition units. A morph is a
statistically derived unit. In the stem-ending model, all words are morphologically

parsed into their stems and endings, which are treated as the base recognition units.
2.4.1 Language Model Interpolation

Apart from using a standalone model, several language models can be unified into a
combined language model in order to achieve better performing models. By using
different text corpora, one can build different n-gram language models and apply
language model interpolation in order to obtain a mixed language model. By using
linear language model interpolation, the weighted n-gram probabilities of the given
language models are computed. The resulting combined language model consists of
weighted n-gram probabilities obtained from the input language models (Hsu, 2007).
When interpolating two language models, an interpolation constant can be given to
indicate a different weight value f