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ABSTRACT
Automatic emotion recognition is vital for building natural and en-
gaging human-computer interaction systems. Combining informa-
tion from multiple modalities typically improves emotion recogni-
tion performance. In previous work, features from different modal-
ities have generally been fused at the same level with two types of
fusion strategies: Feature-Level fusion, which concatenates feature
sets before recognition; and Decision-Level fusion, which makes
the final decision based on outputs of the unimodal models. How-
ever, different features may describe data at different time scales or
have different levels of abstraction. Cognitive Science research also
indicates that when perceiving emotions, humans use information
from different modalities at different cognitive levels and time steps.
Therefore, we propose a Hierarchical fusion strategy for multimodal
emotion recognition, which incorporates global or more abstract fea-
tures at higher levels of its knowledge-inspired structure.

We build multimodal emotion recognition models combining
state-of-the-art acoustic and lexical features to study the perfor-
mance of the proposed Hierarchical fusion. Experiments on two
emotion databases of spoken dialogue show that this fusion strat-
egy consistently outperforms both Feature-Level and Decision-Level
fusion. The multimodal emotion recognition models using the Hi-
erarchical fusion strategy achieved state-of-the-art performance on
recognizing emotions in both spontaneous and acted dialogue.

Index Terms— emotion recognition, modality fusion, LSTM,
dialogue, human-computer interaction

1. INTRODUCTION

Cognitive science research has shown that emotions are vital in hu-
man cognition and communication processes [1]. It has become in-
creasingly apparent that recognizing emotions in spoken dialogue is
crucial for advancing human-computer interaction technologies. For
example, a virtual agent able to copy and adapt its laughter and ex-
pressive behaviour to user’s behaviours has been shown to increase
the user’s humour experience [2]. Similarly, in a teaching scenario, a
robot lecturer monitoring the emotional states of the students and ex-
pressing a positive mood while giving lectures to university classes
was rated as having higher lecturing quality [3]. This has led to
growing interest in automatic emotion recognition.

Similar to human emotion recognition, combining multiple
modalities typically improves automatic emotion recognition perfor-
mance. However, the improvement is often limited [4]. One reason
may be that previous multimodal models combine modalities at the
same level. That is, unimodal models are either combined at the Fea-
ture Level by concatenating feature sets (FL fusion), or at the Deci-
sion Level by fusing predictions made by each unimodal model (DL

fusion). However, different modalities may describe data at differ-
ent time scales or levels of abstraction. For example, many wavelet
based acoustic features describe data at the frame level, while many
lexical features describe data at the word or utterance level. Statis-
tical features may describe detailed information unrelated to emo-
tions, while knowledge-inspired features are generally more abstract
and describe emotion-specific cues. Moreover, Cognitive Science
studies also indicate that when perceiving emotions, humans make
use of information at different cognitive levels and time steps [5].

The above observations indicate that compared to modality fu-
sion at the same level, modality fusion at different levels may in-
crease the benefits gained. Moreover, in FL fusion, features are of-
ten concatenated without awareness of modality differences, while
in DL fusion, detailed information about the features within each
modality is lost in the decision-making model. Therefore, we are
motivated to develop a HierarchicaL (HL) fusion strategy, which
incorporates features at different levels of its knowledge-inspired
structure: features that describe data at larger time scales and are
more abstract are used in higher levels. Compared to FL fusion, the
knowledge-inspired structure of HL fusion allows us to implement
prior knowledge of modality differences. Compared to DL fusion,
HL fusion is able to preserve detailed information when making the
decision, and to incorporate feature differences within a modality.
Therefore, our hypothesis is that HL fusion will achieve better per-
formance than FL or DL fusion for multimodal emotion recognition.

To study the performance of this HL fusion strategy, we ex-
tract six state-of-the-art acoustic and lexical feature sets, and build
multimodal emotion recognition models with HL, FL, and DL fu-
sion strategies, respectively. We perform experiments on two widely
used emotion databases of spoken dialogue: the AVEC2012 [6] and
the IEMOCAP [7] databases. Our experiments show that HL fusion
consistently outperforms FL or DL fusion on predicting all emotion
dimensions on both databases. This indicates that our HL fusion
strategy is useful for multimodal emotion recognition.

2. BACKGROUND AND RELATED WORK

2.1. Definition of Emotions

How to define emotions remains an open question in Cognitive Sci-
ence. Many automatic emotion recognition studies follow the Dar-
winian emotion theory, which defines emotions in terms of several
primary and universal categories, such as Ekman’s Big-6 emotion
categorization [8]. However, our work employs the cognitive emo-
tion theory. This theory associates emotions with specific appraisals
(stimuli that evoke changes in emotional states) and defines emo-
tions as vectors in a space determined by a set of primitive emotion
dimensions. The reason for using this theory is that most current



emotional interaction modules in dialogue systems have been devel-
oped with appraisal-based emotion models, and our goal is to build
emotion recognition models that can potentially be applied to such
systems. In this work, we use four emotion dimensions that have
been identified as being able to describe most everyday human emo-
tions [9]: Arousal (activeness), Expectancy (predictiveness), Power
(dominance), and Valence (positive/negative).

2.2. Automatic Emotion Recognition

Current automatic emotion recognition studies focus on identifying
predictive feature representations and model structures. In this sec-
tion, we review state-of-the-art approaches for emotion recognition.

2.2.1. Features

Features used for emotion recognition can be extracted from various
modalities (e.g., audio, visual, physiological). Our work focuses on
features extracted from the acoustic and lexical modalities because
our task is to recognize emotions from spoken dialogue.

For the acoustic modality, previous studies have focused on
Low-Level Descriptor (LLD) based features (e.g., [10, 11]), which
describe statistical characteristics of the speech signal at the frame
level. However, studies have shown that knowledge-inspired acous-
tic features describing utterance level prosodic patterns may have
comparable or better performance than LLD features, while greatly
reducing feature dimensionality (e.g., [12, 13]).

For the lexical modality, sparse features drawn from hand
crafted affective dictionaries are dominant in current studies, e.g.,
Linguistic Inquiry and Word Count (LIWC) [14] based lexical fea-
tures [15] and WordNetAffect [16] based lexical features [17]. How-
ever, current Paralinguistic studies on human-human dialogue sug-
gest that besides lexical content, other phenomena in speech are also
indicators of emotion. For example, disfluency conveys information
such as uncertainty of the speaker [18]. Non-verbal vocalisations,
especially laughter, have also been identified as universal and ba-
sic cues in human emotion recognition [19]. In our previous work
[20, 21], features describing occurrences of disfluencies and non-
verbal vocalisations in utterances have been shown to be predictive
for recognizing emotions in spontaneous dialogue.

Besides identifying predictive features, feature engineering is
also important for developing accurate emotion recognition models.
In previous studies, applying feature engineering methods such as
Canonical Correlation Analysis [22] or Correlation-based Feature-
subset Selection [20] to the extracted features has been shown to
improve emotion recognition performance.

2.2.2. Models

Beyond features, emotion recognition performance also depends on
how features are modelled. Most widely used machine learning al-
gorithms have been applied to emotion recognition. For example,
Support Vector Machines [10] and Naive Bayes models [23]. How-
ever, previous work comparing various shallow learning algorithms
(e.g., Support Vector Machines) indicates that performance differ-
ences are not significant after controlling for feature sets and other
parameter settings [24].

Recently, deep learning models have improved emotion recog-
nition performance compared to shallow learning algorithms (e.g.,
[25, 26]). The network structure of deep learning models allows
auto abstraction of feature representations. Among different deep
learning models, emotion recognition researchers are particularly

interested in the Long Short-Term Memory Recurrent Neural Net-
work (LSTM) because of its ability to model long-range contexts
(e.g., [27]). The Bidirectional-LSTM, a modification of LSTM that
includes context from both the past and the future, is also popular
in state-of-the-art emotion recognition studies (e.g., [28]). How-
ever, it has been argued that Bidirectional-LSTMs do not improve
performance significantly compared to using standard LSTMs [29].
To achieve better results, previous work has focused on identifying
more predictive feature representations to input to the LSTM model
(e.g., [30]) and stacking other machine learning models on top of the
LSTM model (e.g., [31]).

One issue with using deep learning models for emotion recog-
nition is that emotions are expensive to annotate, thus emotion
databases are often small in size, which can limit optimization of
the complex deep learning models. Using a small set of knowledge-
inspired features often results in better performance than using a
large set of noisy statistical features (e.g., [21, 32]). It is also im-
portant to identify an effective structure for combining feature sets
representing different levels of abstraction.

2.3. Multimodal Emotion Recognition

Humans convey and perceive emotions through all communicative
modalities. Emotion recognition performance of a human typically
improves when information from multiple modalities is available
[33]. Consistent with human studies, multimodal emotion recog-
nition models typically outperform unimodal models [4]. There are
two main types of fusion strategy used in current multimodal emo-
tion recognition: Feature-Level (FL) fusion (or “early fusion”) and
Decision-Level (DL) fusion (or “late fusion”).

In FL fusion (e.g., [15]), feature sets from different modalities
are concatenated before performing recognition, as shown in Fig-
ure 1. In some studies, feature engineering is first applied to the
concatenated feature set or individual feature sets (e.g., [17]). How-
ever, it is hard to apply knowledge about different modalities in FL
fusion. In contrast, DL fusion applies a rule-based decision model
(e.g. [34]) or a machine learning model (e.g. [27]) over the out-
puts given by each unimodal model, as shown in Figure 2. Previous
studies comparing these two fusion strategies show that DL fusion
often outperforms FL fusion [11, 35]. However, detailed informa-
tion about features within each modality is lost in the final decision
model of DL fusion.

Both FL and DL fusion incorporate modalities at the same level.
However, as discussed in Section 2.2.1, different features may de-
scribe data at different time scales or levels of abstraction. An empir-
ical study on relations between emotions and verbal and non-verbal
behaviours in human communication, such as speech audio, facial
expression, and gesture, has suggested that temporal relationships
between different modalities convey information related to emotions
[36]. Cognitive studies also indicate that humans perceive speech in
a multi-level manner [5]. The cognitive process during human dia-
logue is often defined as a four-level structure [37]. For example, the
communication model proposed by Clark [38] characterizes com-
munication into four steps: attention, identification, understanding
and consideration. At the attention step, the listener becomes aware
that his/her conversational partner is speaking. At the identification
step, the listener perceives the acoustic variations and recognizes
the content of the speech (s)he hears. After identifying the content,
in the understanding step, the listener analyses the meaning of the
sentences (s)he just recognized. At the final consideration step, the
meaning conveyed in the perceived speech evokes specific reactions
and verbal/emotional responses of the listener based on his/her per-



sonal memories, knowledge, or goals. Under such a model, acoustic
features are perceived earlier than the lexical features and at a lower
cognitive level.
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Fig. 1. An example of Feature-Level (FL) fusion model.
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Fig. 2. An example of Decision-Level (DL) fusion model.

3. HIERARCHICAL FUSION

To address the limitations of FL and DL fusion, we propose a Hier-
archicaL (HL) fusion strategy, which incorporates features that de-
scribe data at a larger time scale or are more abstract at higher levels
of its hierarchical structure, as shown in Figure 3.

To the best of our knowledge, the only previous work using a
similar hierarchical approach for multimodal emotion recognition
is by Chen et al [29]. In their work, features from the audio, vi-
sual, and physiological modalities were used to recognize frame
level continuous Arousal and Valence values in French dyadic dia-
logue. Chen’s hierarchical model differentiates between modalities,
but does not take differences between features within a single modal-
ity into account. However, in a previous work on emotion recog-
nition with frame level statistical acoustic features [39], a logistic
regression model incorporating features derived from prosody, spec-
tral envelope, and glottal information in a hierarchical structure out-
performed a logistic regression model using all acoustic features at
the input level. This indicates that a hierarchy capturing differences
both between and within modalities is desirable for multimodal emo-
tion recognition. The motivation of Chen’s hierarchical fusion is to
address the fact that signals from different modalities change asyn-
chronously. Chen’s hierarchical fusion outperformed FL fusion, but
performed worse than DL fusion. The fact that different feature sets
may have different levels of abstraction may have limited the perfor-
mance of Chen’s model.

Compared to Chen’s hierarchical model, our HL model has a
knowledge-inspired structure that incorporates both inter- and intra-
modality differences. The hierarchy of our HL model is motivated
both by the temporal characteristics and the levels of abstraction of
the features. In the following sections, we present experiments that
show our HL fusion can outperform both FL and DL fusion.
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Fig. 3. An example of our HierarchicaL (HL) Fusion model.

4. METHODOLOGY

4.1. Emotion Databases of English Dialogue

Our experiments were conducted on the Audio/Visual Emotion
Challenge 2012 (AVEC2012) database [6] and the IEMOCAP
database [7]. They are the most widely used databases of English
dialogues annotated with dimensional emotions.

The AVEC2012 database of spontaneous dialogue contains the
Solid-SAL section of the SEMAINE corpus [40]. It includes approx-
imately 8 hours of audio-visual recordings and manual transcripts of
24 subjects conversing with 4 on-screen characters with specific per-
sonalities role-played by human operators. Emotions were annotated
at the word level as continuous values on the Arousal, Expectancy,
Power, and Valence dimensions.

The IEMOCAP database of acted dialogue contains approxi-
mately 12 hours of audio-visual recordings from 5 mixed gender
pairs of actors. There are two types of dialogue in the IEMOCAP
database: non-scripted and scripted dialogue. When collecting the
non-scripted dialogue, the actors were instructed to act out scenar-
ios (e.g., customer service) without a pre-written script. When col-
lecting the scripted dialogue, the actors followed pre-written lines.
Emotions were annotated at the utterance level as a 1 to 5 integer
score on the Arousal, Power, and Valence dimensions.

In order to unite different annotations of these two databases and
to address the class imbalance issue, we transformed the original an-
notations of both databases into three discrete classes (low, medium,
and high) on each emotion dimension.

It is hard to compare our results directly with previous studies
conducted on these two databases, because previous results were
achieved under various experimental settings and report different
evaluation metrics. Thus, we extract state-of-the-art features and
build emotion recognizers with different modelling approaches us-
ing these features to study the efficacy of the HL fusion strategy
compared to state-of-the-art emotion recognition approaches.

4.2. Acoustic and Lexical Features

In this work, we extracted six state-of-the-art acoustic and lexical
feature sets. Z-score speaker normalization was applied to all the



features before performing emotion recognition.

4.2.1. Acoustic Features

LLD Features: The LLD features are statistical features extracted
using a frame level sliding window of 25ms. Functionals (e.g.,
mean) were applied to LLDs (e.g., MFCCs) and their corresponding
delta coefficients. The OpenSMILE toolbox [41] was used to auto-
matically extract these features from audio recordings. We chose the
InterSpeech 2010 Paralinguistic Challenge feature set in this work
because this is a widely used benchmark set for emotion recogni-
tion. This feature set contains 1582 LLD features: 21 functionals
applied to 34 LLDs with their corresponding delta coefficients, 19
functionals applied to 4 pitch-based LLDs and their corresponding
delta coefficients, the number of pitch onsets (pseudo syllables) and
the total duration of the input. A list of the functionals and LLDs can
be found in Section 2.5.5 of [42].

eGeMAPS Features: The eGeMAPS features are frame-level,
knowledge-inspired features. The set contains LLD features that
haven been suggested as the most related to emotions by Paralin-
guistic studies [43]. The OpenSMILE toolbox was used again to
extract these features automatically. Cross-corpora studies indicate
that these features have comparable or better performance than large
LLD feature sets while greatly reducing the feature dimensionality
[43]. The eGeMAPS feature set contains 88 features: the arithmetic
mean and coefficient of variation of 18 LLDs, 8 functionals applied
to pitch and loudness, 4 statistics over the unvoiced segments, 6 tem-
poral features, and 26 additional cepstral parameters and dynamic
parameters. A list of the functionals and LLDs can be found in Sec-
tion 3 of [43]. The eGeMAPS feature set is a widely used benchmark
set for emotion recognition studies.

Global Prosodic (GP) Features: The GP features are utterance-
level, knowledge-inspired prosodic features based on the work of
Bone et al [12]. These include three features: median pitch, median
intensity, and voice quality (HF500) over the utterance. HF500 is a
spectral-slope measurement computed as the ratio between the total
energy above and below 500Hz in an utterance. These features were
highly predictive of Arousal in previous work [12].

4.2.2. Lexical Features

Disfluency and Non-verbal Vocalisation (DIS-NV) Features: The
five DIS-NV features are utterance-level, knowledge-inspired fea-
tures based on manual annotations of three types of disfluency and
two types of non-verbal vocalisation. This includes filled pauses
(non-verbal insertions, e.g., “Hmm” in “Hmm, that’s interesting.”),
fillers (verbal insertions, e.g., “you know” in “I just want to, you
know, get a drink and forget all about it.”), stutters (involuntary re-
peat of words or part of a word, e.g., “Sa” in “Sa... Saturday will
be fine.”), laughter and audible breath [20]. The feature values are
the ratios between the durations of DIS-NV events and the utterance
duration. Compared to the AVEC2012 database of spontaneous dia-
logue, DIS-NVs are less frequent in the IEMOCAP database of acted
dialogue, which limits their performance on emotion recognition in
acted dialogue [21, 44].

Point-wise Mutual Information (PMI) Features: PMI is a
widely used measurement of the relation between words and emo-
tions. It is based on the frequency of a word being annotated as an
emotion. PMI features are utterance-level, knowledge-inspired fea-
tures and have been shown to be highly predictive of emotions in
previous work [20, 45]. Feature values are calculated as the sum
of PMI values of all the words in an utterance for each binarized

emotion dimension [20]. Eight PMI features were extracted for
the AVEC2012 database. Six PMI features were extracted for the
IEMOCAP database because only three emotion dimensions were
annotated in this database.

Crowd-Sourced Emotion Annotation (CSA) Features: Be-
cause the PMI features are calculated for specific database that the
emotion recognition task is performed on, they may not generalize
well to unseen data. Therefore, we also extract 63 utterance-level,
knowledge-inspired features based on crowd-sourced annotations of
Arousal, Power, and Valence of approximately 14,000 English lem-
mas [46]. The reason we chose this dictionary resource is because
it is an expanded dictionary compared to the affective dictionaries
used in previous studies.

4.3. The LSTM Model

We build LSTM models for all emotion recognizers in this work.
The LSTM model is a recurrent neural network with multiple hid-
den layers and a special structure called “the memory cell” that can
model long-range context information. As shown in Figure 4, each
memory cell has three multiplicative “gate” units: the input, out-
put, and forget gates. These gates perform the operations of read-
ing, writing, and resetting, respectively. They allow the network to
store and retrieve information over long periods of time. In Figure 4,
“CEC” represents the “Constant Error Carousel”, which is the cen-
tral neuron that recycles status information from one time step to the
next. The small blue circles with a cross inside indicate multiplica-
tive connections. The peephole connection gives direct access to the
central neuron. The reason we chose the LSTM model is because
emotion is context dependent, thus the memory cell structure of a
LSTM model is especially useful for emotion recognition tasks. As
discussed in Section 2.2.2, the LSTM model has achieved leading
performance in current emotion recognition studies. Our previous
work comparing different features and recognition models for emo-
tion recognition on the AVEC2012 and the IEMOCAP databases has
also shown that the LSTM model generally achieves better perfor-
mance than the widely used Support Vector Machines [21].
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Fig. 4. Structure of a LSTM memory cell [47].

We optimize the model with 10-fold cross-validation experi-
ments. LSTM models with a single hidden layer are used for the
unimodal models and the final decision model of the DL model.1

1Number of memory cells: LLD = 32, CSA = 16, GP = DN =
PMI = 8; DLall = 16, DLsub = 8.



The number of neurons in the input layer equals the total number of
features used in this LSTM model. Our LSTM models are built with
the PyBrain toolbox [47]. We used the R-Propagation-Minus trainer
with a learning rate of 10−5. All training samples have the same
weight. An early stopping strategy was used to prevent over-fitting.

4.4. HL Fusion and Multimodal Models

As discussed in Section 2.3 and Section 3, we propose HL fusion to
overcome limitations of FL and DL fusion. For multimodal models
using all acoustic and lexical features, we used a LSTM model with
three hidden layers in the FL and HL fusion models.2 The reason we
use the same LSTM model structure in the HL and the FL models
is to remove other factors influencing the performance, such as the
representation power of the hidden layers. The FL fusion model used
all of the features as inputs to the bottom hidden layer.

For HL fusion, the LLD and eGeMAPS features are used as in-
puts to the bottom hidden layer, the GP and DIS-NV features are
added at the middle hidden layer, and the PMI and CSA features
are added at the top hidden layer, as shown in Figure 5. The LLD
and eGeMAPS features are used at the bottom level because they are
frame-level features, while the other features are utterance-level fea-
tures. The PMI and CSA features are used at the top level because
they encode prior information about emotional states, thus have a
higher level of abstraction.

For multimodal emotion recognition models using only subsets
of all features, we simplify the LSTM model by removing the input
neurons connected to the removed features. Structures of the HL
models using subsets of all features are shown in Figure 6 and Fig-
ure 7. Same with the HL models, we use a LSTM model with two
hidden layers for the FL model using a subset of all features on the
AVEC2012 database, and a LSTM model with three hidden layers
for the FL model on the IEMOCAP database. Note that the number
of neurons shown in these figures is only an indication and is not the
number of neurons used in the real models.

For DL fusion, predictions given by unimodal models are used
as inputs to another LSTM model. We also tested using rule-based
decision models (e.g., select the class with highest confidence).
However, these models performed worse than DL fusion using a
LSTM model as the decision model, thus we focus on the later.

5. RESULTS AND DISCUSSION

Results of 10-fold cross-validation experiments on the two databases
are shown in Table 1 and Table 2. We report weighted F-measures
to address the class imbalance issue. In both tables, “A” is Arousal,
“E” is Expectancy, “P” is Power, “V” is Valence. “Mean” is the arith-
metic mean over all emotion dimensions. Note that the IEMOCAP
database does not provide Expectancy annotations. Thus, results on
the Expectancy dimension are missing for the IEMOCAP results.

For unimodal results, consistent with previous studies [12,
21, 43, 45], the knowledge-inspired features perform better than
the statistical LLD features on both spontaneous and acted dia-
logue. This indicates that the ability of deep learning models to
perform automatic feature abstraction has room for improvement.
When the amount of training data is limited, using more predictive,
knowledge-inspired features will result in better emotion recognition
performance than using noisy statistical features. Thus, identifying
predictive features remains an effective way to improve state-of-the-
art of emotion recognition. The results also show that the predic-

2Number of memory cells: hbottom = 32, hmiddle = 16, htop = 8.
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Table 1. Results on the AVEC2012 Database

Models A(%) E(%) P(%) V(%) Mean(%)
Unimodal LSTM Models

LLD 56.5 61.6 72.1 66.4 64.2
eGeMAPS 56.2 60.3 72.6 66.8 64.0
GP 56.0 60.3 72.4 66.8 63.9
DIS-NV 56.2 65.9 72.8 67.3 65.5
PMI 56.0 62.7 72.3 66.7 64.4
CSA 58.1 61.7 75.2 70.2 66.3

Multimodal LSTM Models
Combining all feature sets

FL 56.4 63.4 72.6 67.9 65.1
DL 58.7 65.2 73.4 69.1 66.6
HL 59.2 67.8 73.6 70.7 67.9

Global Prosody + DIS-NV + CSA
FL 60.1 68.1 74.8 71.7 68.7
DL 56.6 63.3 73.5 68.0 65.3
HL 61.8 69.2 76.2 72.4 69.9
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Fig. 7. Structure of the HL fusion model for the IEMOCAP database
using only eGeMAPS, GP, DIS-NV and CSA features.

Table 2. Results on the IEMOCAP Database

Models A(%) P(%) V(%) Mean(%)
Unimodal LSTM Models

LLD 53.7 46.2 38.6 46.2
eGeMAPS 60.1 52.2 46.6 53.0
GP 58.0 50.6 41.8 50.1
DIS-NV 41.6 37.8 34.0 37.8
PMI 48.8 48.7 32.9 43.5
CSA 50.0 48.1 44.5 47.5

Multimodal LSTM Models
Combining all feature sets

FL 53.4 48.7 37.1 46.4
DL 52.4 50.3 47.4 50.0
HL 57.3 51.1 45.4 51.3
eGeMAPS + Global Prosody + DIS-NV + CSA

FL 55.2 50.8 47.2 51.1
DL 51.6 49.7 46.8 49.3
HL 61.7 52.8 51.2 55.3

tiveness of features depends on the specific task. As shown in the
tables, acoustic features are more predictive on the acted IEMOCAP
database than on the spontaneous AVEC2012 database. For exam-
ple, the eGeMAPS features are the most predictive feature set on the
IEMOCAP database, but they are less predictive than the lexical fea-
tures on the AVEC2012 database. This is consistent with previous
findings that in general emotions are acoustically exaggerated under
acting scenarios [33].

For multimodal models using all feature sets, HL fusion outper-
forms FL fusion on all emotion dimensions on both databases. In
addition, HL fusion outperforms DL fusion on most emotion dimen-
sions on both databases. The only exception is the Valence dimen-
sion of the IEMOCAP database. As shown in Table 2, the large
LLD feature set is not highly predictive on the Valence dimension
for the IEMOCAP database. As the negative influence of the LLD
feature set is larger for the HL model than for the DL model, the

HL model performs worse than the DL model in this particular case.
Moreover, recall that emotions were annotated at the utterance level
on the IEMOCAP database, while on the AVEC2012 database emo-
tions were annotated at the word level. Thus there are fewer training
instances in the IEMOCAP database (approximately 10,000) than
in the AVEC2012 database (approximately 50,000). This limits the
performance of the HL model, which has more parameters to fit than
the DL model. The smaller number of training samples in the IEMO-
CAP database compared to the AVEC2012 database may also be the
reason that performance of these emotion recognizers using deep
learning models is worse on the acted IEMOCAP database than on
the spontaneous AVEC2012 database.

To improve performance of the multimodal emotion recognition
models, we build multimodal models using only smaller, knowledge-
inspired feature sets. We remove the PMI features for both databases
because they are redundant with respect to the more general CSA
features. For the AVEC2012 database, we remove both the LLD and
eGeMAPS features because they are relatively large in size yet low
in predictiveness. For the IEMOCAP database, we only remove the
LLD features because the eGeMAPS features are highly predictive
on the IEMOCAP database.

Results of the improved multimodal models are reported in Ta-
ble 1 and Table 2. As we can see, performance of HL and FL mod-
els increases when using only smaller, knowledge-inspired feature
sets. Performance of DL models decreases compared to using all
features because the decision making module has less input infor-
mation. When using only these knowledge-inspired features, HL
fusion outperforms both FL and DL fusion on predicting all emo-
tion dimensions on both databases. The HL model also achieves the
best performance on all emotion dimensions on both databases com-
pared to all the other unimodal and multimodal emotion recognition
models. Compared to Chen’s hierarchical model [29], our HL model
has a knowledge-inspired structure that incorporates differences both
between and within modalities, and achieves results better than both
FL and DL fusion. This verified the efficacy of our HL model on
multimodal emotion recognition in spoken dialogue.

6. CONCLUSIONS

We proposed a HierarchicaL (HL) fusion strategy for multimodal
emotion recognition, which incorporates features in a knowledge-
inspired hierarchy. We compared HL fusion with Feature-Level
(FL) and Decision-Level (DL) fusion. Experiments on two emotion
databases of spoken dialogue show that HL fusion consistently out-
performs FL and DL fusion. The HL model achieves state-of-the-art
performance for recognizing emotions in spoken dialogue, and has
the potential to be applied to dialogue systems to improve the quality
of emotional interaction. However, lack of training data may limit
the performance of the HL emotion recognition model. Thus, we
plan to study semi-supervised approaches for multimodal emotion
recognition using HL fusion in the future.

While designed for emotion recognition, HL fusion could in
principle, be applied to other multimodal recognition tasks, as it al-
lows us to incorporate specific knowledge of feature abstraction and
time scales.
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