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ABSTRACT

Several advances have been made recently towards handling
overlapping speech for speaker diarization. Since speech and
natural language tasks often benefit from ensemble techniques,
we propose an algorithm for combining outputs from such
diarization systems through majority voting. Our method,
DOVER-Lap, is inspired from the recently proposed DOVER
algorithm, but is designed to handle overlapping segments in
diarization outputs. We also modify the pair-wise incremen-
tal label mapping strategy used in DOVER, and propose an
approximation algorithm based on weighted k-partite graph
matching, which performs this mapping using a global cost
tensor. We demonstrate the strength of our method by combin-
ing outputs from diverse systems — clustering-based, region
proposal networks, and target-speaker voice activity detection
— on AMI and LibriCSS datasets, where it consistently out-
performs the single best system. Additionally, we show that
DOVER-Lap can be used for late fusion in multichannel di-
arization, and compares favorably with early fusion methods
like beamforming.

Index Terms: overlapped speaker diarization, voting-based
methods, multichannel diarization

1. INTRODUCTION

Speaker diarization (or “who spoke when?”) is the task of seg-
menting speech into homogeneous speaker-specific regions [1,
2]]. Until recently, conventional diarization systems [3} 4] used
a framework that involved clustering of fixed-dimensional em-
beddings, usually i-vectors [5], d-vectors [6], or x-vectors [7].
Since these systems often used hard cluster assignments (via
agglomerative or spectral clustering), they inherently assumed
a “single-speaker” setting, i.e., they ignored overlaps com-
pletely.

There have been efforts to solve the overlap problem in
speaker diarization, with the existing approaches falling into
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two categories. In the first framework, a separate overlap
detection module identifies segments which contain overlap-
ping speech. This may be done using hidden Markov models
(HMMs) [18L 19, [10]] or using neural networks [[11} 12} 13} [14].
Once overlaps are detected, they may be used to assign addi-
tional speaker labels to the overlapping segments. Recently,
[LS] proposed overlap-aware resegmentation, which leverages
the variational Bayes (VB)-HMM method used originally for
diarization in [[16], and applied to resegmentation in [17]]. In
the second framework, end-to-end systems such as EEND [[18]]
or RPN [19] are used to perform overlapping diarization in
a supervised setting. A new diarization technique inspired
by target speaker extraction methods has also been proposed
recently [20]. With these advances, it has become possible to
tackle overlapping speech for diarization.

However, these systems often have complementary
strengths, and their combination may lead to better diarization
performance, since machine learning tasks usually benefit
from an ensemble of different systems [21]]. ROVER [22] is
a popular post-processing method for combining the outputs
of speech recognition systems through weighted majority
voting. This method was generalized to be used with n-best
lists or lattices, and called confusion network combination
(CNCQ) [23, 24]]. Lattice combination has also proved to be
effective in systems developed for community challenges such
as the CHiME-6 challenge [25]]. However, it has traditionally
been difficult to combine diarization systems at the output
level due to the time-segmented nature of the hypotheses.
Recently, DOVER [26] was proposed as an algorithm to
perform such combination through weighted majority voting
(similar to ROVER for ASR) on homogeneous single-speaker
regions across a recording. Evaluation results showed that it
improves over random (or even oracle) channel selection.

While DOVER provides a convenient method to combine
diarization outputs, it is limited since it cannot handle outputs
containing overlapping segments. This limitation is of partic-
ular significance if we consider the increasing application of
diarization to real multispeaker conversations containing high
overlaps (such as the AMI [27]] meeting corpus and the CHiME



challenges [28} 29]), and the availability of methods that can
perform diarization in such settings [15,[19} [18]]. As such, it
may be useful to devise an algorithm which can perform hy-
potheses combination in overlap-aware settings. We propose
such a method in this paper, calling it DOVER-Lap (DOVER
+ Overlap) (DL). Our method builds upon DOVER in two
aspects: (i) instead of pair-wise incremental label mapping, it
uses an approximation algorithm that is globally informed by
all pair-wise costs, and (ii) it can assign multiple speakers to a
region based on the voting decision. We demonstrate through
our experiments conducted on AMI and LibriCSS that DL can
efficiently combine hypotheses from very different systems,
ranging from conventional clustering-based to more recent
end-to-end neural methods, while improving the DER perfor-
mance over the single best system. To demonstrate the wide
applicability of our technique, we also apply it to multichannel
diarization through late fusion of outputs from far-field array
microphones. We show that late fusion using DL is competi-
tive with early fusion using dereverberation and beamforming,
without any need for enhancement. Similar efforts have been
made concurrently to extend DOVER for overlapping diariza-
tion hypotheses [30]], but they rely on the same label mapping
technique which is used in DOVER. Additionally, unlike our
threshold-free label voting method, their modification uses a
user-defined threshold per speaker, in order to assign speakers
to each time region.

The key contributions in this paper are three-fold. First,
we propose a fast and robust method for combining diariza-
tion hypothesis across multiple systems with overlap han-
dling. An important part of this contribution is reformulat-
ing the label mapping using an approximation algorithm for
the weighted maximal k-partite matching problem. Second,
we demonstrate the effectiveness of our method on diverse
systems, such as overlap-aware spectral clustering, VB re-
segmentation, region proposal network (RPN), and target-
speaker voice activity detection (TS-VAD). To the best of
our knowledge, a combination of hypotheses from such di-
verse systems has not been studied before. Finally, we show
that our method can additionally be used to perform multi-
channel diarization on far-field array microphones through late
fusion. The code for DOVER-Lap is made publicly available
at: https://github.com/desh2608/dover—-lap.

2. THE DOVER-LAP ALGORITHM

2.1. Problem formulation

We assume that we are given the “hypotheses” Hj from K
diarization systems, i.e., Hy, ..., Hx, where each system can
perform overlapping speaker assignment and may contain dif-
ferent number of speakers, N, ..., Nx. Mathematically, Hy,
can be written as a set of tuples containing time intervals and
the corresponding speaker assignment. If Hj has N speakers
{H}, ... H*}, then
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Fig. 1: DOVER uses the Hungarian method pair-wise for label map-
ping. It iteratively solves the weighted bipartite graph matching
problem using linear sum assignment on the cost matrix.
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where Ay o = [tk.0,tk,0+1] is a time interval, and 6 is a time-
stamp index.

We define the problem of combining the hypothesis as
finding a joint diarization hypothesis H = f(Hj,..., Hg)
such that H minimizes the chosen diarization error metric
with respect to an unknown reference.

A straightforward approach for solving this problem in-
volves dividing the input hypotheses into small time durations,
and performing majority voting individually with each such
region. However, there are two issues with this solution. First,
to perform any kind of voting (within a region), the system out-
puts need to be in the same label space. Second, overlap-aware
systems may contain different number of speakers within any
such region, and for overlap-aware combination, the voting
mechanism needs to account for this possibility. In the next
sections, we describe how DOVER solves these problems, and
how our DL algorithm improves upon the solution.

2.2. Preliminary: DOVER

DOVER (diarization output voting error reduction) is a
weighted majority voting based method that combines di-
arization hypotheses [26]. It comprises two stages: label
mapping, and label voting, where each stage addresses one of
the problems outlined in the previous section.

In the label mapping stage, the objective is to find a set
of N speaker labels {H*, ..., AN} for our combined output
H,and a mapping function S that takes as input one of the
speaker labels from the given hypotheses and maps it to a label
in the combined output, i.e., S(H,*) = H™.

In DOVER, this mapping is done incrementally by consid-
ering the hypotheses pair-wise, with their order decided based
on the average DER to all other hypotheses. Suppose, for ex-
ample, that the hypotheses have been ordered as Hy, ..., Hk.
In this case, H; and Hs are first mapped together using H;
as reference to obtain H; 5, which is then mapped together
with H3 to obtain [ 2 3, and so on, until we have Hy . At
each iteration, the mapping is performed using the Hungarian
method [31], similar to how the reference and system outputs
are mapped to a common space for evaluating diarization er-
ror rate (DER). This is an instance of the weighted bipartite
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Fig. 2: An illustration of overlapping output produced by DOVER-
Lap for overlapping hypotheses.

graph matching problem, and is poly-time solvable using lin-
ear sum assignment on the weight matrix. As shown in Fig.[T]
the graph consists of speaker labels as vertices, and the edge
weights M;; are computed as the overlap duration between the
corresponding speaker labels ¢ and j.

This incremental approach for label mapping treats it as an
incremental assignment problem [32]. Due to this treatment,
it is unable to use the global pair-wise costs to map all the
hypotheses to a common space simultaneously. Furthermore,
the method is dependent on the order of hypotheses H},, and
choosing a bad initial pair may be detrimental to the final
mapping. In Section we propose a new label mapping
algorithm that overcomes these limitations.

Once the hypotheses have been mapped to a common
speaker label space, the label voting stage is performed. In
DOVER, weighted majority voting is done on regions of input
speech, where a region is defined as the maximal segment
delimited by any of the original speaker boundaries from the
input hypotheses (such as the intervals |1, 1], ..., [75, T6] in
Fig.[2). Recall that overlap-aware diarization systems may
contain multiple speakers in each such region. However,
DOVER makes the single-speaker assumption in majority vot-
ing. Formally, if the audio is divided into 7" regions, and
Ly = (I¥,...,1%, ... I%) denotes the region-wise labels as-
signed by hypothesis k € K, where I¥ € {H*,..., HN}, and
N is the number of speakers in combined label space. Then,
the DOVER label voting stage computes, V7 € T,

l, = arg max (Z wp 1(1F = f{”)) )
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et any \ S

where wy, € [0, 1] denotes a confidence weight assigned to
hypothesis k. DOVER ranks the input hypotheses by their
average DER to all other hypotheses, and applies a weight
that decays slowly with rank: wy = lel Since only a sin-
gle speaker is assigned to every region, combination using
DOVER may lead to high missed speech in the overlap case,
as shown in Fig. 2] We solve this problem through overlap-
aware weighted majority voting, described in Section[2.4]

H,

c3

H H;

Fig. 3: Computation of the cost tensor C for the DOVER-Lap label
mapping algorithm.

2.3. DOVER-Lap: label mapping

Given K hypotheses, the problem of mapping them to a com-
mon label space is an instance of maximal weighted K -partite
matching, which is known to be NP-hard for K > 2 [33]. We
propose an approximation algorithm for this problem, which is
inspired from related work on 3-dimensional matching [34}35].
While the DOVER label mapping technique solves the prob-
lem incrementally, our method considers all the pair-wise edge
weights simultaneously, which leads to a better mapping.

Suppose hypothesis Hj, has Ny, speakers. We first compute
a cost tensor C € RN1X--xNk \where each element of the
tensor is defined as

Clir,....ig) ==Y M; 3)

=11 j>1
= *(Mil gt Miy i )+(M1213 +---+Mi2,iK)
+“'+(Zw77k—1ﬂ71() (4)

where M;; is the overlap duration between speaker labels ¢
and j. Intuitively, C'(i1, 42, . . ., i) ) computes the total cost if
the speakers 71, is, . . ., 1 from the respective hypotheses are
mapped to the same label. This is obtained by adding all the
(%) edge costs. Since the hypotheses may contain overlapping
speaker assignments, M;; computed here must be “relative”
overlap ratios computed with respect to the total speaking time,
otherwise a hypothesis which contains all the speakers for the
entire duration will incur the lowest cost.

This computation is illustrated in Fig. [3|for K = 3. Sup-
pose the speaker labels in the hypotheses are denoted by the
graph nodes as shown in this figure. Since the hypotheses
have 4, 3, and 4 speakers, respectively, C € R**3%4  In
the figure, we show the computation of the tensor index cor-
responding to the tuple (a4, bs, c1). For this, we first com-
pute all 3 pair-wise costs; the cost of mapping a4 and bs
together, for instance, is computed as the negative of the edge
weight, which is the total overlapping duration between a4 and
bs, divided by the sum of their speaking durations. Finally,
C(a4’ bs, Cl) - 7(Ma47b3 + Ma4,c1 + Mbs,(!l)'

With C thus computed, our objective is to find the minimal-
weighted set of tuples (i1, ¢z, ..., %k ) which span the entire
tensor, i.e., which cover all the speaker labels. For this, we use



Algorithm 1: DOVER-Lap label mapping
Input: Cost tensor C
Output: Set of tuples M = {(i1,...,ix)}
mit.: R := {UN*, (Hy,n): ke {1,...,K}}

// remaining labels

1 M =9,
/* Loop until no labels are remaining */

2 while R is not empty do
/* Get sorted list of tuples which have

at least one label unmapped */
3 S =sorted({ (i1, . ..,ix) if U, (Hk,x) € R)},
keyzC(il, e ,iK>);
/* Find maximal matching */
4 | M=¢

5 for tuple in S do
/* Add tuple if none of its elements

are present in the matching */
6 if tuple not contradicts M’ then
7 | M’ = MU {tuple}

8§ | M=MuUM
9 | R=R\M

a greedy approximation algorithm that iterates over the set of
tuples constructing a maximal matching until all the speaker
labels have been included in at least one tuple. We present the
details of this method through pseudocode in Algorithm|I] In
line 3, we filter out those tuples for which all their indices (i.e.,
speaker labels) have been covered in the matching M, and
then sort them in increasing order of cost C'. In lines 5-7, we
iterate over the ordered list of tuples and add a tuple to M if
it does not “contradict” M, i.e., none of its labels are already
present in some tuple of M.

2.4. DOVER-Lap: label voting

Similar to DOVER, we perform weighted majority voting on
“regions” of the input. However, unlike the former, DL can
assign multiple speakers to the region. Consider a region T,
and suppose the hypotheses Hy, ..., Hg contain n? ... n%
speakers, respectively, in this region. Then, we compute the
weighted mean rounded to the nearest integer as

K
ar =Y wpni ], Q)
k=1
where wj are DOVER-like rank-based weights obtained by
ranking the hypotheses in increasing order of their total rela-
tive overlap duration with all other hypotheses. The highest
weighted np speakers are then assigned to the region 7. In
case of ties, we uniformly divide the region and assign each
speaker to one of the sub-regions. Since we use rank-based
weighting of the hypotheses, such ties only occur in very few
regions. This assignment strategy allows multiple overlapping
speakers to be present in the combined diarization output.

2.5. DOVER vs. DOVER-Lap

As with DOVER, DL also consists of a label mapping stage
and a label voting stage, but modifies the algorithm in each of
these stages. For the label mapping stage, DOVER uses the
Hungarian method in a pair-wise incremental manner, while
DL applies a global mapping strategy which considers all edge
weights simultaneously. We will see in Section [3.3] that this
label mapping technique also improves DOVER for combining
single-speaker hypotheses.

For the label voting stage, the core difference is illustrated
in Fig.[2] Suppose the hypotheses have been mapped to the
same label space {A,B} in the label mapping stage. If we
consider the region |72, 73], speaker A is present in all 3 hy-
potheses while speaker B is present in only 2 of them. As such,
DOVER assigns speaker A to this region. DL, on the other
hand, computes np = 2 for this region, and assigns it to the
top 2 speakers, which are A and B, in this case.

Complexity analysis. Suppose the K hypotheses contain IV
speakers each, on average. Since DOVER applies the Hun-
garian algorithm sequentially, the time complexity of its label
mapping stage is O(K N?3). In DL, the cost tensor is computed
in O(K2N?) time, and the maximal matching algorithm has
an amortized complexity of O(K N¥ log N) since we have
to sort all N¥ tuples. In practice, our implementation of the
algorithm ran in a few seconds on an i7 processor.

3. SYSTEM COMBINATION EXPERIMENTS

3.1. Dataset

We performed experiments on two datasets: the AMI meeting
corpus [27], and the LibriCSS data [36]]. AMI consists of 100
hours of recorded meetings containing 4 speakers per session,
with speech from close-talking, single distant microphone
(SDM), and array microphones. About 20% of the speech du-
ration contains overlaps, on average. For our experiments, we
used the mixed-headset recordings, which are obtained by sum-
ming the individual headset signals from the participants in the
meeting. LibriCSS is a recently released corpus consisting of
multi-channel audio recordings of “simulated conversations”.
The simulated mixtures were created by combining utterances
from the LibriSpeech corpus [37]. LibriCSS comprises 10
sessions, where each session is approximately one hour long.
Each session is made up of six 10-minute-long “mini sessions”
that have different overlap ratios, ranging from 0 to 40%, and
contains 8 speakers. The recordings were made in a regular
meeting room by using a seven-channel circular microphone
array. For our experiments, we selected the recordings from
the first channel of the array.

3.2. Diarization methods

In this paper, since our focus is on combining overlap-aware di-
arization outputs, we show our main results using the following
diarization systems, which can assign overlapping speakers.



1. VB-based overlap assignment (VB) [15]: This method
leverages Variational Bayes (VB)-HMM used originally for
diarization in [[16]. Using the output of an externally trained
overlap detector, overlapping frames are assigned the top
two speakers from the posterior matrix computed using
VB inference. We used a single-speaker spectral clustering
system to initialize the matrix with hard probabilities [38],
and an oracle speech activity detector (SAD) to remove
non-speech segments.

2. Overlap-aware spectral clustering (SC) [39]: This
method also uses an external overlap detector, but un-
like VB, overlap assignment happens in the first-pass
clustering itself, instead of during resegmentation. This is
done by reformulating spectral clustering as a constrained
optimization problem, and then discretizing it under the
overlap constraints. We used the same SAD, x-vector
extractor, and overlap detector for the VB and SC methods.

3. Region proposal networks (RPN) [19]: It combines seg-
mentation and embedding extraction into a single neural
network, and jointly optimizes them using an objective
function that consists of boundary prediction and speaker
classification components. The region embeddings are then
clustered (using K-means clustering) and a non-maximal
suppression is applied. For AMI, we trained the RPN on
force-aligned data from the AMI training set; for LibriCSS,
it was trained on simulated meeting-style recordings with
partial overlaps generated using utterances from the Lib-
riSpeech [37] training set. Since we used K-means cluster-
ing, we assumed that the oracle number of speakers for each
recording is known. A post-processing step was applied
using oracle SAD segments to filter non-speech.

4. Target-speaker voice activity detection (TS-VAD) [20]:
It takes conventional speech features (e.g., MFCC) along
with i-vectors for each speaker as inputs and produces
frame-level activities for each speaker using a neural net-
work with a set of binary classification output layers. The
initial estimates for the speaker i-vectors were obtained
using a spectral clustering system. For training the model
for LibriCSS (we did not use TS-VAD for the AMI experi-
ments), we created simulated meeting-style data similar to
that used for training the RPN model.

3.3. Diarization results on AMI

Table [1] shows the results on the AMI mix-headset data. We
obtained diarization outputs using the VB, SC, and RPN mod-
els, and then combined them with DOVER and our proposed
DL method. Since DOVER is not designed to handle overlap-
ping speaker assignments, it showed 19.5% and 19.9% missed
speech for the dev and test sets, respectively, which is equal to
the overlap durations. Additionally, we found that the speaker
confusion error was also higher than the average over the in-
puts (+4.5% for dev and +1.3% for eval), which we attribute to

Table 1: Comparison of our proposed DL method with overlap-aware
diarization baselines and DOVER, in terms of DER (%), on the AMI
mix-headset data. The dev and test sets contain 19.5% and 19.9%
overlapped speech, respectively. Numbers in smaller font denote
DERs when scored on the single-speaker regions only.

Method Dev Test

VB-based overlap assignment  22.0 123 21.5ss
Overlap-aware SC 24515  23.690
Region proposal networks 35325 25.5 164
Average 273183 23513
DOVER 36.5 204 30.5 112
+ global mapping (proposed) 26.077  25.0s2
DL (w/o rank weighting) 24196  22.8 65
DL (with rank weighting) 21.6 0s  20.574

poor label mapping. We replaced the DOVER label mapping
with our proposed global algorithm, and the speaker confusion
rates improved significantly over the input average (-6.0% for
dev and -4.3% for eval), although the missed speech still re-
mained high. Consequently, the total DER for DOVER with
global mapping was found to be comparable to the average
over all inputs. This improvement was even more significant
on the single-speaker regions, where the DER reduced by more
than 50% with the new label mapping algorithm. This sug-
gests that our mapping algorithm can be effectively applied to
combine system outputs even in low-overlap conditions.
Next, we applied DL to combine the hypotheses, with and
without rank-based weighting (denoted by wy, in Equation (3})).
Even without rank weighting, DL was found to consistently
improve over the average, from 27.3% to 24.1% for dev, and
23.5% to 22.8% for test, respectively. With rank-based weight-
ing, the method outperformed the best single system for both
evaluation sets. On further investigation, we found that this
improvement came largely from reduced missed speech on the
overlapping regions, with 40.7% and 34.4% relative reduction
on the dev and test sets, respectively. This shows that esti-
mating the number of speakers in a region through weighted
average, as done in Equation @, is effective for label vot-
ing. On single-speaker regions, DL performs slightly worse
than DOVER with global mapping since it may produce false
alarms, while DL is constrained to predict at most one speaker.

3.4. Diarization results on LibriCSS

Since LibriCSS does not have an official dev/eval split, we
used the first session for development, and the remaining 9
sessions for evaluation. In Table[2] we show the DER results
for the baseline diarization systems and DL, with a break down
by overlap condition. We also report a further break down by
missed speech, false alarm, and speaker confusion, in Table

Similar to the results on AMI, we found that DL improved
the average DER over the single best system (TS-VAD, in this
case) from 7.4% to 5.4%. This improvement was consistent
across the different overlap conditions, even though the single



Table 2: Diarization performance on LibriCSS evaluation set (ses-
sions 2-10), evaluated condition-wise, in terms of % DER. 0S and
OL refer to 0% overlap with short and long inter-utterance silences,
respectively. The DL results are using rank-based weighting.

Overlap ratio in %

Method Average
OL 0S 10 20 30 40
VB 39 38 65 82 126 134 8.6
SC 26 34 68 100 139 152 9.3
RPN 45 9.1 83 6.7 11.6 142 9.5
TS-VAD 6.0 46 66 73 103 9.5 7.4
DL 23 22 40 53 79 9.0 54

Table 3: Diarization result break-down on LibriCSS evaluation set,
in terms of % missed speech (MS), false alarm (FA), and speaker
confusion (Conf.).

Method MS FA Conf. DER
VB 1.7 05 64 8.6
SC 25 1.1 5.7 9.3
RPN 29 33 33 9.5
TS-VAD 32 13 29 7.4
DL 27 07 20 54

best system themselves may differ depending on the condition.
Furthermore, from Table 3] we see that DL was able to com-
bine the complementary strengths of the diarization systems.
For instance, VB and SC performed better on overlap detec-
tion (as indicated by their lower MS and FA), while RPN and
TS-VAD had lower speaker confusion. By combining these
system outputs using DL, high speaker accuracy was obtained
without worsening detection (MS and FA) rates.

4. LATE FUSION FOR MULTI-MICROPHONE
DIARIZATION

The DOVER-Lap algorithm combines diarization hypotheses,
irrespective of the source of these hypotheses. In the above,
we have applied it for combining different diarization systems;
however, it can also be applied to several other use cases. For
instance, we may have a single-channel diarization system,
but input signals from an array microphone. In such cases,
the system can be independently run on each channel, and
the outputs can be combined using DL — this is a classic
“late fusion” application (in contrast to early fusion techniques
such as beamforming [40} 41]]). Another similar application of
the algorithm is for diarization on ad-hoc arrays [42], where
audio is captured on the participant’s mobile devices, and this
“ad-hoc array” is used for speech processing.

In this section, we demonstrate the application of DL for
late fusion on array microphones. We conducted our inves-
tigation on the LibriCSS dataset, which has 7 microphones
arranged in a circular array. For our diarization system, we
used the overlap-aware spectral clustering (SC) [39] method

Table 4: Diarization results for multichannel LibriCSS evaluation set.
Late fusion using DL achieved better performance compared to early
fusion based on dereverberation and beamforming.

Method MS FA Conf. DER
7-channel avg. 258 096 586 940
7-channel best 259 099 553 9.1
WPE + Beamforming 291 096 5.86 9.33
DL 3.60 0.66 4.76  9.02

described earlier. As shown in Table ] the method obtained a
DER of 9.3% on LibriCSS using a single microphone.

Table 4| shows the results for multichannel diarization us-
ing late fusion with DL. The single-channel system obtained a
DER of 9.40% on average (with a standard deviation of 0.23%).
For early fusion, we applied online weighted prediction error
(WPE) [43]] based dereverberation followed by delay-and-sum
beamforming on the input channels. We used the Nara im-
plementation [44] of WPE and the Beamformit tool [45]] for
beamforming. The corresponding DER was found to be 9.33%),
which is marginally better than the 7-channel average. No-
tably, simple beamforming without dereverberation degraded
the DER to 9.71%. Late fusion using DL improved over the
average and best single system by achieving 9.02% DER. Sim-
ilar to our earlier results, we found that the improvement was
mostly from reduced false alarms and speaker confusions.

5. CONCLUSION

We proposed a new method, DOVER-Lap (DL), to combine
the outputs from overlap-aware diarization systems. Our
method was inspired by the label mapping and label voting ap-
proach in DOVER, but modified the algorithms used in each of
these stages. We replaced incremental pair-wise mapping with
a global mapping strategy based on a cost tensor, and incor-
porated overlap awareness in label voting. We demonstrated
through experiments on meeting datasets (AMI and LibriCSS)
that DL is effective at combining the outputs from different
kinds of diarization systems, such as clustering-based, RPN,
and TS-VAD. It provided consistent and significant improve-
ments over the single best system for both datasets. We also
showed its applicability to multichannel diarization through
late fusion, where it outperformed early fusion methods. Al-
though DL is effective at combining overlap-aware diarization
outputs, the label voting method may need to be modified
if we have a mix of single-speaker and overlapping outputs.
Additionally, there is scope for further improvement in label
mapping, since the current method processes the cost tensor in
a greedy manner, which may not be optimal. These investiga-
tions are left as future work.
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