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ABSTRACT

This paper introduces a graphical representation approach of
prosody boundary (GraphPB) in the task of Chinese speech
synthesis, intending to parse the semantic and syntactic rela-
tionship of input sequences in a graphical domain for improv-
ing the prosody performance. The nodes of the graph embed-
ding are formed by prosodic words, and the edges are formed
by the other prosodic boundaries, namely prosodic phrase
boundary (PPH) and intonation phrase boundary (IPH). Dif-
ferent Graph Neural Networks (GNN) like Gated Graph
Neural Network (GGNN) and Graph Long Short-term Mem-
ory (G-LSTM) are utilised as graph encoders to exploit the
graphical prosody boundary information. Graph-to-sequence
model is proposed and formed by a graph encoder and an
attentional decoder. Two techniques are proposed to embed
sequential information into the graph-to-sequence text-to-
speech model. The experimental results show that this pro-
posed approach can encode the phonetic and prosody rhythm
of an utterance. The mean opinion score (MOS) of these
GNN models shows comparative results with the state-of-the-
art sequence-to-sequence models with better performance in
the aspect of prosody. This provides an alternative approach
for prosody modelling in end-to-end speech synthesis.

Index Terms— graph neural network, neural text-to-
speech, speech synthesis, prosody modelling

1. INTRODUCTION

In the field of neural text-to-speech, prosody is a crucial fac-
tor to determine intelligibility and naturalness of synthesised
speech. Prosody can be refined as three suprasegmental fea-
tures, fundamental frequency, loudness, and duration [} 2]].
In the task of prosody modelling in neural text-to-speech, [3}
4] firstly try to introduce a latent vector for prosody embed-
ding which is extracted from the mel-spectrograms of the ref-
erence audios, then a global style token is introduced to be
trained by multi-head attention for style encoding [5}16]. Vari-
ational Auto Encoder (VAE) [[7] is tried to be used for prosody
classifying for good prosody control. [8] learns a latent em-
bedding space of emotion derived from a desired emotional
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identity in a multi-speaker system. In order to achieve more
precise local prosody control, [9] introduces temporal struc-
ture to enable fine-grained control of the speaking style of the
synthesised speech. [10] tries a semi-supervised speech syn-
thesis framework in which prosodic labels of training data are
partially annotated. [11] introduces a novel multi-reference
structure to Tacotron to extract and separate different classes
of speech styles: speaker, emotion and prosody.

Most of these methods try to analyse the prosody of a sen-
tence from the speech-side, specifically exploiting prosody
embedding from spectrograms of audios[12]]. With the devel-
opment of the pre-trained models like Bidirectional Encoder
Representation from Transformers (BERT) [[13]] in the Natu-
ral Language Processing (NLP) tasks, some research is con-
ducted on analysing prosody from text-side of text-to-speech.
[14}[15] try to use BERT to encode input phrases, as an addi-
tional input to a Tacotron2-based sequence-to-sequence TTS
model. However, the connection relationship between words
is not fully reflected, which is an important factor that af-
fects the rthythm and emotion of synthesised speech. [16]
firstly proposes to exploit the information embedded in a syn-
tactically parse tree information to further improve the TTS
quality. [17] proposes GraphTTS to model character-level
and phoneme-level graph structure of the input utterance .The
prosody boundary information [18] is tried to be embedded
into the Tacotron [19} 20] model by [21] through adding a
context encoder analysing the context information. But the
two separate Tacotron-like encoders project context features
into two different domains. This may result in the exposure
bias during model training and inference.

Chinese utterance can be analysed in a hierarchical struc-
ture shown in Figure [I] which is defined according to the
pause duration among phrases of a sentence. This can be
manually labelled by human annotators, which is also open-
sourced in some Chinese corpus. Four levels of prosody
boundaries can also be seen a type of classification problem
that different levels of boundaries can be predicted by the
prosody boundary prediction model, which is a hot topic re-
cently in the field of Chinese text-to-speech[22} 23]]. Graph
neural network can make use of the graph structure of prosody
boundaries to hierarchically structure prosodic information.
Potential models of the graph encoder in the task of text-
to-speech can be graph convolutional network (GCN), gated
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Fig. 1. Prosody boundary

graph neural network (GGNN), graph long-short term net-
work (GLSTM), etc. This paper utilises GNN to model
the hierarchical structure of Chinese prosody boundaries for
context modelling. The contributions of this paper are:

* Proposes two solutions to construct graph embedding
by different levels of hierarchical prosody boundaries;

* Provides two approaches of phonetic sequential mod-
elling, sequential edges and graph sequential encoder;

e Provides an alternative framework for text-to-speech,
namely text-to-graph and then graph-to-speech mod-
elling, to incorporate the prosody modelling module
into the end-to-end speech synthesis process.

2. RELATED WORK

Text-to-speech, a procedure to make talking machines, has
been a developing hot topic in recent years because of the de-
velopment of deep learning methods. Chinese is an ideogram
language that each character has no relation with its phoneme,
which is different from the phonetic language like English.
However, the interrelation among words significantly influ-
ences the speaking rhythm of an input utterance.

For the purpose of visualisation of prosody embeddings,
[24] tries to visualise and interpret these latent expressive
variables through clustering plots. However, context features
of texts are also essential to prosody modelling. The Recur-
rent Neural Network (RNN) encoder extracts parts of context
information. [25] has conducted experiments on investigating
the similarity and difference between encoder outputs of the
end-to-end system and the context information of the statis-
tical parametric TTS. The experiment results show that the
encoder outputs reflect both linguistic and phonetic contexts
such as vowel reduction at phoneme level, lexical stress at
syllable level, and part-of-speech at word level. Prosodic
words are the basic unit of a sentence. The consecutive words
of the sentence form a prosodic word. Prosodic phrases
are mostly composed of 2 or 3 prosodic words. Intonation
phrases are separated by punctuation marks, such as commas,
semicolons, etc.

Graph Neural Network (GNN) is an effective solution
for modelling complex relationships and interdependency be-
tween objects [26} 27]]. Gated recurrent unit and Long-short
term memory models are two effective approaches in the field
of sequential modelling methods. The design of the forget
gate is the essence of these two model. Similar gates are
added in the graph neural network models in GLSTM and
GRU. Li et al. The inputs are firstly converted into a graph
and then the GNN are utilised to learn the representation from
the input graph. The gated graph neural network (GGNN)
uses the Gate Recurrent Units (GRU) in the propagation step,
which is designed for sequential problems [28]. [29}30] pro-
posed Graph Long Short-Term Memory network (G-LSTM)
to address the text encoding and semantic object parsing task.
They follow the same idea of generalising the existing LSTMs
into the graph-structured data in the non-Euclidean domain.
The graph-to-sequence models have already been tested in
the field of Neural Machine Translation (NMT) and Abstract
Mean Representation (AMR) which shows outperforming the
sequence-to-sequence models[31} 32} 133]].

2.1. Graph convolutional network

Graph convolutional networks (GCNs) aim to generalize
convolutions to graph domain. The methods in this direc-
tion are often categorized as spectral approaches and spatial
approaches. GCN is a procedure to aggregate information
from neighbourhood via a normalized Laplacian matrix. The
shared parameters are from feature transformation.

In the task of text-to-speech, since the input features are
an undirected graph denotes by X, the nodes neighbouring to
it can be denoted by the adjacency matrix A. The propagation
procedure can be denoted by the equation below.

f(X,A) = ARelu(AXW )@

This convolutional process can be regarded as a feature
extraction process. In the field of speech synthesis, features
are extracted from the input features which is used to be calcu-
lated attention matrix with the decoding spectrograms. How-
ever, the sequential relationships cannot be reasonably mod-
elled through GCN, which might result in weak performance
on long-term sentence.

2.2. Graph recurrent network

The GGNN model is designed for problems defined on graphs
which require outputting sequences which is quite suitable for
the speech synthesis task[31]. LSTMs are also used simi-
larly as GRU through the propagation process based on a tree
or a graph. Two types of Tree-LSTMs and graph-structured
LSTM are proposed to address different tasks. They all fol-
low the same idea of generalizing the existing LSTMs into the
graph-structured data but has a specific updating sequence. A
sentence-LSTM is also proposed for improving text encoding.



It converts text into a graph and utilizes the Graph-LSTM to
learn the representation.

3. GRAPH EMBEDDING

The graph embeddings are defined according to a graph struc-
ture G = (V, &), where v € V, take unique values from
1,...,|V|, and edges are pairs e = (v,v’). we focus on undi-
rected edges in this paper represented by the directed edge
v — v’ and the reverse one v/ — v. The node embedding (or
node representation or node vector) for node v is denoted by
h, € RP [34,35].

3.1. Prosody boundary modelling
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Fig. 2. Graphical prosodic boundary graph embeddings

The graph embeddings are constructed according to the
hierarchical prosody boundary structure, prosodic word
(PW), prosodic phrase (PPH), intonation prosodic phrase
(IPH) and utterance (utter) denoted by L., Lpph s Liph, Lutter-
There is a containment relationship that shows in the equation
below.

»pr - £pph - Eiph c »Cutter (1)

The nodes are composed of PWs that v = L,,, because
the PWs are the minimum units of the prosody boundaries.
The relationship of the PWs, PPHs and IPHs is heteroge-
neous, which makes it difficult to model edges among differ-
ent level’s nodes. So we model the containment relationship
among different levels of prosody boundaries as edges e € £.

v="Lpy €V )

e = A{Lypph; Liphs Lutter} € E (3)

The prosody boundaries of the Figure [T]is converted to
graph-structured shown in the Figure 2| To be specific, be-
cause the second PPH in the Figure omposed of the 5"
and 6" PWs, there is an edge connecting nodes v; and vg,
denoted by esg = (vs,vg) shown in Figure Similarly,
the graph embeddings of PPH; and PP H3 constructed are
shown in Figure 2(a)|and Figure[2(c)] In Figure[I] the second
IPH comprises of PPHs and PPHj3. So the I PH5 can be
modelled as in Figure 2(d)] that six edges are connected from
the PWs of PPH> to the PWs of PPHj3. Only one edge
remains when pph-edge and iph-edge are duplicate.

3.2. Sequential modelling

The sequential relationship among phonemes cannot be ig-
nored because the significant variants of Chinese pronunci-
ation like soft tone, transposed tone is highly related to the
words connection scenarios. So it is necessary to add sequen-
tial representations into the graph embedding.

Two methods are proposed and experimented. One ap-
proach is to solve the problem in the process of making the
graph embedding, that sequential edges, e = (v;, v;41) Where
t =1, ...,n, are added between adjacent nodes for better rep-
resentation of the timing relationship. This may result in du-
plicate edges with the prosodic boundaries but this can be in-
terpreted as a second pass of the messages in this scenario that
the adjacent nodes may have a strong relationship than the not
adjacent ones. An alternative approach is to add an additive
encoder, which will be detailly described in Section @

3.3. Algorithm

The algorithm of constructing graph embedding is shown in
Algorithm 1. The input is the sentence with prosody bound-
aries S and the set of prosody boundaries P = {P;, P»}.
These prosody boundaries can be predicted by the prediction
models or annotated manually. The output of the algorithm
is graph embedding of the sentence G = (V, &), which is an
intermediate embedding as the input of the graph-to-sequence
TTS model. The notations are shown in the Tabld]l

4. GRAPH-TO-SEQUENCE TTS

The graph-to-sequence structure is an alternative approach
of sequence-to-sequence models [36] in the task of the end-
to-end process, which has shown effectiveness in the field
of neural machine translation (NMT). In the task of text-to-
speech (TTS), graph embedding is the information converted
from sequential text to a non-Euclidean space, which requires
a graph encoder to compute and pass the messages embedded
in nodes and edges of the input graph.
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Table 1. Notation of Algorithm 1

Notation Meaning
S The sentence with prosody boundaries
P The set of prosody boundaries

P The prosody-word boundary

P, The phrase-prosody boundary
g The graph embedding of the sentence
1% The vertices of the graph embedding
& The edges of the graph embedding
b The previous character
EX] S with characters replaced by placeholders

pb The array of prosody boundaries S
s The current character in the sentence S
cur Current scanning word
idx The placeholder of the character
bb The consecutive characters
n The current character in the ss
nns The nodes connecting by this P;
ee The edges connected by P»

4.1. Model Structure

In the Graph-to-Sequence TTS model, the converted prosody
boundary graph embeddings are first consumed by N GNN
layers to encode the embedding information. The propagation
process of the model is shown in Figure The number of
neurons of the first layer of GNN encoder is the same as the
number of nodes of graph embeddings. The nodes embedding
are randomly initialised and the information aggregates along
the edges connected to it. The propagation process shown
in Figure is quite similar to the fully-connected neural
network. However, the key difference is that the messages
will only aggregate among adjacent nodes connected by graph

edges.

This propagation process will converge to a fixed point
that nodes embedding achieves a steady state. In the task of
speech synthesis, 2-3 layers of GNN is enough for text en-
coding. The Graph neural network (GNN) layer can make
use of GGNN or G-LSTM models for this sequential task.
The output of this GNN encoder is the value vector Hpp at-
tending the calculation process of the attentional decoding
procedure same as the one used in Tacotron2. Sequential
encoding calculated by the Graph Sequential Encoder is op-
tionally concatenated with the encoder outputs Hpp . Mel-
spectrograms are output through the attentional decoder for
generating waveforms.

4.2. Graph Sequential Encoder

To solve the problem of sequential modelling, an additive
encoder, Graph Sequential Encoder, can be added for se-
quential modelling shown in Figure [3(b)] The input of the
Graph Sequential Encoder is the phoneme-level graph em-
beddings. The nodes of the phoneme-level graph embeddings
are the phoneme characters of a sentence and the edges are
the sequential edges connecting the characters representing
the sequential information. These phoneme-level graph em-
beddings are input into N GNN layers for encoding. Similar
to the GGNN module in the graph encoder shown in the
Graph neural network (GNN) layer can make use of GGNN
or G-LSTM for the prosody encoding task. The output se-
quential encoding © can be concatenated with the prosody
boundary graphical representations H pp to attend the calcu-
lation process of attentional decoding as the keys and values
of the attention mechanism. This may give the decoder more
information about phoneme-level and sequential information,
which is expected to improve the synthesis performance.



Algorithm 1 Graph Embedding Construction
Input: Sentence with prosody boundaries S; The set of
prosody boundaries P = {P;, P>}
Output: Graph Embedding of the sentence G = (V, £)
1: Initialize b, bb, ss,pb, V, € «+ [],idx < 0
2: for each s € S do
3 cur < [b; s]
4 if cur € P then
5: tdr < idx +1
6
7
8
9

pb + [pb; cur]
88 « [ss;idx; cur]
V <« [V; cur]
end if
10: b+ s
11: end for
12: for eachn € ssdo
13: if n # P, then

14: bb < [bb; n]

15: else

16: nns <— bb segmented by Py

17: ee <the combinations of two random elements in
nns

18: E «— [E; e€]

19: bb "

20: end if

21: end for

22: result «— (V,€&)
23: return result

5. EXPERIMENTS

5.1. Training setup

The experiments are conducted on the open-source dataset
from the Databaker company [37]. The dataset contains
graphemes, phonemes, prosodic labels and the correspond-
ing audios. The prosodic labels can also be predicted by the
prosody boundary prediction models. The total hour of the
dataset is about 12 hours with 10000 utterances recorded by
a professional Chinese female news anchor. Because of the
data sparsity of Chinese characters, the Chinese graphemes
¥ are firstly converted to phonetic characters in a compact
space denoted by . The dimensions of 1 are significantly
smaller than that of ¥. The baseline model as the benchmark
is Tacotron2. Griffin-Lim [38]] is selected as the vocoder
for the mainly comparative experiment on prosody perfor-
mance. The frame length and frameshift in the models are
50ms and 12.5ms, and the output acoustic features are 80-
dim mel-spectrograms. Batch-size is 32 and Adam optimizer
is utilised. The learning rate follows a designed annealing
strategy starting from le — 3 decreasing to 1le — 5 after 5000
iterations.

The subjective evaluation metric chosen in this paper is
Mean Opinion Score (MOS), scaling from 0 - 5 with stages

increased by 0.5. The listening tests are rated by 50 native
speakers on 100 randomly chosen test sentences. Each sen-
tence is scored by at least 10 raters. The MOS tests were
crowdsourced to the raters through an internal platform simi-
larly to Amazon’s Mechanical Turk.

5.2. Experiment Design
5.2.1. Experiment I — Benchmark experiment

Experiment I is designed to show the technical feasibility of
using GNN models to solve TTS problems using prosody
boundary inputs. Two GNN approaches are selected as the
encoder, GGNN and GLSTM respectively. Only PPH edges
are modelled in this experiment for simplicity and sequential
edges are added for avoiding missing edges in some utter-
ances. The MOS results of the baseline model and GraphPB
models as shown in the Table 2l

Table 2. Benchmark experiment

Model MOS
Baseline Tacotron2 4.05 £0.12
GraphPB GGNN Encoder  4.28 £ 0.22
GraphPB GLSTM Encoder 4.25 +0.26
Human Recording 4.60 £0.17

From Table[2] it can be seen that the GraphPB GGNN and
GLSTM Encoder model achieve competitive performance
with the baseline model. The model of GGNN Encoder
achieves slightly higher MOS than GLSTM Encoder. How-
ever, the robustness of the two GraphPB models performs not
that good as the baseline model. This may be due to the huge
complexity of the edge information.

The mel-spectrogram figures of the baseline Tacotron and
GraphPB GGNN Encoder are shown in Figure 4| It can be
seen that the pausing in Tacotron2 is more obvious, which is
determined by the space symbols in the input text, whereas
the pausing information in the GGNN Encoder model is
more smooth among words, which gives a better flow of
speaking rhythm. Besides the spectrogram of the end part of
the GraphPB model has more energy than that of Tacotron2,
which shows better rhythm at the end of the audio.

5.2.2. Experiment Il — Sequential modelling

Two approaches for encoding sequential information intro-
duced in Section [3.2]and Section . T]are compared in this ex-
periment for the necessity of phoneme-level sequential mod-
elling. The level of prosody boundary edges used in the ex-
periment is PPH.

It can be observed from Table [3| that the injection of se-
quential information improves the final results of the natu-
ralness. The average MOS of graph embeddings without se-
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Fig. 4. Comparison of Tacotron2 and GraphPB

Table 3. Sequential modelling

Model MOS
No Sequential Info 3.97£0.35
Sequential Edges 4.28 £0.22
Graph Sequential Encoder 4.30 +0.19

quential info is the lowest with the highest variance. This
may be due to high probabilities of null edges. The addition
of Graph Sequential Encoder achieves the highest MOS and
the lowest variance. But the model complexity is relatively
high with low convergency efficiency.

5.2.3. Experiment III — Number of level of PBs

Experiment III is designed to fine-tune the number of levels
of prosody boundaries to be considered in graph embeddings.
The encoder used in this experiment is GGNN Encoder and
sequential edges are added. The experiment results are shown
in Table [dl

It is shown in Table M that the additive IPH information
slightly improves the MOS results with a gap of 0.01 and the
slight drop of variance. However, the duplicate edges and
complex hierarchical structure results in low convergency ef-
ficiency.

Table 4. Number of levels of PBs

Prosody boundary MOS Convergency Steps
PPH 4.28 £0.22 11k
PPH & IPH 4.29 +£0.21 23k

5.2.4. Experiment IV — Comparative analysis

To deeply discover the representations of prosody boundary,
one utterance is segmented through two different methods
shown below.

e Ul: V= {v1,v2};& = {(v1,v2)}
* U2: V= {v1,v2,v3,vs,v5}; € = {(v1,v2), (v4,v5)}

Ul segments the utterance into two parts according to
the comma and period punctuation, so that there are only
two nodes wv1, vy representing each part and one edge con-
necting them, (v, v2). U2 segments the sentence to 5 parts
represented by 5 nodes, vi,vs,v3,v4,v5, and 2 PPHs are
added in this version of segmentation represented by 2 edges,
(v1,v2), (vg, v5).

The level of prosody boundary to make graph embedding
is PPH and the GGNN Encoder is used in this experiment.
The MOS experiment results are shown in Table[5] The MOS
of U2 is higher with better robustness because more reason-
able segmentation rules are applied according to the semantic
rules of the utterance. The segmentation of Ul is in a low seg-
mentation resolution which results in slightly lower MOS and
higher variance. This empirically shows that the embedding
of graphical representations of prosody boundary can improve
the prosody performance of speech synthesis.

Table 5. Comparative analysis

Utterance MOS
Ul 4.1940.2
U2 4.254+0.12

6. CONCLUSIONS

This paper utilises Chinese prosody boundary to form graph
embedding, that is consumed by a graph recurrent model for
graph encoding. The encoded context features are passed to
an attentional decoder for outputting mel-spectrogram frame-
by-frame. The experiment results show competitive perfor-
mance with the state-of-the-art sequence-to-sequence models
in the spectrogram generation module. Similar graph con-
struction techniques and graphical modelling approaches can
be tested in other languages.
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