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ABSTRACT

Self-supervised learned (SSL) speech pre-trained models perform
well across various speech processing tasks. Distilled versions of
SSL models have been developed to match the needs of on-device
speech applications. Though having similar performance as original
SSL models, distilled counterparts suffer from performance degrada-
tion even more than their original versions in distorted environments.
This paper proposes to apply Cross-Distortion Mapping and Domain
Adversarial Training to SSL models during knowledge distillation
to alleviate the performance gap caused by the domain mismatch
problem. Results show consistent performance improvements under
both in- and out-of-domain distorted setups for different downstream
tasks while keeping efficient model size.

Index Terms— SUPERB, Distortions, Domain Adversarial
Training, Self-supervised Learning, Domain-adaptive Pre-training

1. INTRODUCTION

Self-supervised learned (SSL) speech pre-trained models (1], un-
like traditional models, eliminated the need for labeled speech data
during training. Large SSL models, such as Wav2vec2.0 [2] and
HuBERT [3|], are known for generating speech representations that
perform well in different downstream speech processing tasks on
the Speech processing Universal PERformance Benchmark [4] (SU-
PERB). Though having great success in performance for numerous
speech processing tasks, the sizes of the existing SSL models nar-
row the general usage of them, especially on on-device applications
where memory and computation resources are limited. To overcome
this disadvantage of SSL models, DistilHuBERT [5]], a model dis-
tilled from HuBERT with knowledge distillation, was developed to
have a much smaller model size while preserving the performance
of downstream speech processing tasks at a certain level.

Another severe problem is the generalizability of SSL models.
Domain shifts caused by mismatches between training data and test-
ing data usually occur in real-world scenarios. A common factor that
causes domain shifts is speech distortions. In this paper, we focus on
the setting that the training data of downstream tasks contain clean
speech while the testing data has distortions. For many downstream
speech processing tasks such as Intent Classification (IC), Keyword

*Equal contribution.
TWork done as a research engineer at National University of Singapore.

Spotting (KS), Emotion Recognition (ER), and Automatic Speech
Recognition (ASR), since the cost of collecting labelled training data
is expensive, the training dataset can not be diverse, and usually only
has clean speech. However, there may be background noises during
the testing phase in real-world applications, making SSL models vul-
nerable in performance as studied in [6].

In this paper, we find that although distilled SSL models have
comparable performance with their teachers, distilled SSL models
suffer from performance degradation even more than their teachers
in distorted environments. To overcome the problem that distilled
models are especially vulnerable to distorted speech, we propose to
apply Cross-Distortion Mapping (CDM) during knowledge distilla-
tion to improve the generalizability of DistilHuBERT. The process of
Cross-Distortion Mapping refers to a teacher-student learning frame-
work with the teacher and student model having different distorted
inputs. The results show that CDM improves the testing perfor-
mance on downstream speech processing tasks under the setting with
speech distortions, even when the distortion types are unseen during
training. To further improve the robustness of the teacher model,
we performed domain-adaptive pre-training on the teacher model by
utilizing distorted pre-training data so that the student model would
be able to have a more robust target to learn with. We also applied
Domain Adversarial Training [7] (DAT) in the hope of generating
more domain-invariant speech representations, and found out that
DAT benefits the generalization of models in some case

2. RELATED WORK

There are several studies enhancing the robustness of SSL models.
It has been found that pre-training some more steps with unlabeled
target domain data [8]] on Wav2vec2.0 mitigates the problem of do-
main shifts. Therefore an intuitive method to enhance the robustness
of SSL models is to augment pre-trained data by adding distortions.

In this paper, we found that the proposed CDM method further
improved the distilled SSL model learned from the domain-adapted
teacher model pre-trained with distorted speech.

Besides domain-adaptive pre-training, DAT is applied to im-
prove the generalizability of SSL models. Augmentation adversarial
training [9]] combines the concept of augmentation and DAT to gen-
erate representations invariant to augmentations. Some other studies
also apply DAT to adapt models to different kinds of data and are
also proved to benefit unseen domains, such as different accented

ICode will be released at https://github.com/nobel861017/distort-robust-
distilSSL.
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speech [10L|11]] or distorted speech [6l/12]. Based on our experi-
mental results, DAT sometimes further improved the results when
combined with our proposed CDM method.

Several studies have successfully improved the robustness of
Wav2vec2.0 models. Having noisy waveforms as input, perform-
ing clean speech reconstruction with a reconstruction module along
with pre-training [[13] also improves noise robustness. Having both
clean and noisy speech as input, a denoising approach [14]] con-
ducted by constructing clean quantized vectors serving as the tar-
get for the noisy representations successfully improved performance
on noisy testing sets while preserving performance on the original
clean testing set. The idea of [14] is similar to setupl of CDM (will
be elaborated in Section [3.2.2), where the student model learns to
generate clean representations of the teacher given distorted speech
inputs. However, we find that setup2 of CDM, where both student
and teacher models are given distorted speech, is more effective in
gaining robustness than setupl.

CDM is also similar to another series of work, Bootstrap Your
Own Latent (BYOL) [15], which is proposed for image process-
ing but also shown to be useful for audio [[16] and speech [17}/18]
applications. BYOL performs augmentation to data and trains an
online-target framework from scratch. The online-target framework
consists of an online network and target network with similar model
architectures. Both networks receive the same input but with differ-
ent augmentations and minimize the distance of output representa-
tions between the two. As BYOL, CDM includes the augmentation
method of BYOL and the concept of denoising by viewing different
distorted speech as different domains and minimizing the distance
of speech belonging to different domains. Different from BYOL,
we utilized a teacher-student model compression framework where
a small student model is trained to mimic a large teacher model.

3. METHODS

3.1. Knowledge distillation

Throughout this work, DistilHUBERT [35] is adopted to meet our
needs for reducing model size. DistilHuBERT is trained with a
teacher-student learning framework with knowledge distillation. As
shown in Fig. [I] the student network consists of a subnet F' fol-
lowed by some prediction heads p, where F is constructed by re-
ducing the number of transformer encoder layers of the HuBERT
teacher model. Given an input speech utterance x € R”, where T
is the number of timesteps of x, a predicted hidden representation
sequence h is output by the student model as shown in Eq. (1).

z = F(x)
fli = pl(Z)

In Eq. (D), z is the last hidden representation of the transformer lay-
ers in the student model, and serves as the input of the prediction
heads p. Prediction head p; predicts the i*" hidden layer representa-
tion h' of the teacher model. The overall objective of DistilHuBERT
consists of a L loss term and a cosine similarity loss term as shown

in Eq. (@),
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where o is the sigmoid function and cos(, -) is the cosine similarity
function, D is the feature dimension of the representations, and y

is a constant to scale the value of the cosine similarity loss. Though
both loss terms may have similar goals, the original paper [5] reports
that considering both terms results in better performance.

3.2. Model generalization
3.2.1. SSL model domain-adaptive pre-training

Pre-training SSL models with target domain data is an intuitive way
to adapt SSL models to another domain [|6,8l/13}/19]. This method is
sometimes referred to as domain-adaptive pre-training or continual
training, depending on its training setting and data configuratio
For some experiments in our work, we trained the pre-trained teacher
model with distorted speech data for additional steps to enhance
robustness. The distorted data is generated by adding distortions
to the original pre-training data of the corresponding SSL model.
We hope that in this way, the teacher model will be able to out-
put more robust representations for the student model to learn with.
To avoid any possible misunderstanding, we refer to this method as
domain-adaptive pre-training in the further sections. Note that this
method differs from Domain Adversarial Training mentioned in Sec-
tion[3.2.3] though both are domain-adaptive methods.

3.2.2. Cross-Distortion Mapping (CDM)

Cross-Distortion Mapping refers to the augmentation procedure for
the teacher-student framework. The teacher and student model re-
ceive the same speech utterance augmented with different distortions
as shown in Fig.[I] We investigate two setups for augmentation.

* setupl: The first setup is to input speech utterances with-
out distortions to the teacher model, while the student model
takes distorted speech as input. This setup has the denois-
ing concept since the distorted speech representations have
clean speech representations as targets, and there are previ-
ous works [[14120,[21]] showing that this setup is beneficial for
training models robust to noise.

 setup2: The second setup is to apply different distortions to
speech similar to [15}/16}/22], resulting in the teacher and stu-
dent model observing same speech utterances but with differ-
ent distortions.

3.2.3. Domain Adversarial Training (DAT)

DAT is performed by utilizing a distortion classifier D that takes the
last hidden states z of the student model as input. The distortion clas-
sifier aims at identifying the distortion types of the distorted speech
input by optimizing a multi-label cross-entropy loss (each speech
utterance may be distorted with multiple distortions).

During the training process, the distortion classifier and the stu-
dent model are trained in turn. First, the parameters of the distortion
classifier 64 is updated with gradient descent shown below,

OLp

9d<—9d—aagd
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where 0p is the parameters of the distortion classifier, Lp is the
cross-entropy loss, and « is the learning rate.

2Continual training is performed under a life-long learning scheme, and
the data of previous tasks are usually unavailable, which is not the case in our
work.
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Fig. 1: Illustration of DistilHuBERT with a distortion classifier. The distortion augmentor follows the procedure mentioned in Section
For setupl, there is no distortion augmentor for the teacher model. For setup2, both the teacher and student model have a distortion augmentor

in front.

After training the distortion classifier, the parameters 65 of the
student model are updated through the process in the following,
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where 6, is the parameters of the student model, 3 is the learning
rate, and A is a constant controlling the scale of Lp.

4. EXPERIMENTAL SETUP

4.1. Data preparation

The corpus used for knowledge distillation is LibriSpeech [23[] 960-
hour, which is same as the pre-training data of HuBERT-base in [3|].
In our distorted setting (denoted as 2-dist in Table[T]and 2, we con-
sider clean speech and speech containing one or two distortions. Dis-
torted speech is generated by applying either one of the additive dis-
tortions or one of the non-additive distortions, or both to speech.
Additive distortions are noises directly added to speech data at
a specific speech-noise ratio (SNR) between 10 dB and 20 dB. We
adopted additive noise from four widely-known noise datasets, Mu-
san [24]], WHAM! [25]], FSD50k [26], and DNﬂ [27]. Apart from
the recorded noise data of the aforementioned datasets, we also took
advantage of Gaussian noise, a hand-crafted noise that follows the
Gaussian distribution in the time domain. During testing, we eval-
uated models on four downstream speech processing tasks, KS, IC,
ER, and ASR. Besides the original testing set configured by the
SUPERB benchmark (denoted as clean in Table [ and 2, we also
tested the models under our distorted setting (2-dist). Furthermore,
to evaluate the robustness of models to unseen distortions, the two
noise datasets, FSD50k and DNS, are held out from the training
phase among all the experiments and are only adopted during test-
ing to create a domain mismatch scenario. Note that speech in the

3We follow the procedure in the original paper [27] to generate noisy data.

FSD50k-distorted testing set (denoted as fsd in Table [[]and[2) con-
tains one background noise sampled from the FSD50k corpus, cre-
ating a single distortion setting. Speech in the DNS-distorted testing
set (denoted as dns in Table |I| and Q) is constructed by adding one
background noise and convolving a room impulse response [28]] to
speech.

For non-additive distortions, we chose some common sound ef-
fects, such as reverberation, pitch shift, and band rejection to apply
to speech data. Adding non-additive distortions to speech does not
require additional data and can be directly applied to waveforms. We
followed the configurations and implementation details proposed in
WaVAugmenﬂ [129].

For the ASR task, we also report the performance on the test-
other split of LibriSpeech and the real speech recordings of CHiME3
[30l, no additional distortions are applied to these two testing sets.

4.2. Upstream models and training details

HuBERT-base is the teacher model used for knowledge distillation,
and the pre-trained weights are initialized by the checkpoints re-
leased in Fairsecﬂ [31]. The domain-adaptive pre-trained version
of HuBERT-base follows the same procedure mentioned in [6], ex-
cept for the generating process of distorted speech replaced by our
procedure mentioned in Section 4.1}

For knowledge distillation, we train each model for 20k steps
and adopt the checkpoint that yields the lowest distillation loss
(Eq.@)) on the development set (dev-clean of LibriSpeech). Other
hyperparameters such as learning rate, optimizers, and schedulers
are the same as the original DistilHuBERT |[5] training configura-
tion.

For DAT, the distortion classifier is a mean pooling operation
followed by a linear layer projecting the representations to a dimen-
sion equal to the number of distortion types. In our work, there are

4https://github.com/facebookresearch/WavAugment
Shttps://github.com/facebookresearch/fairseq
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KS (Acc% 1) IC (Acc% 1) ER (Acc% 1)

da. para.|clean 2-dist fsd dns |clean 2-dist fsd dns |clean 2-dist fsd dns
(T1) HuBERT [3] X 95M[96.30 89.81 90.94 77.60|98.34 89.09 91.93 74.11|64.92 56.72 60.05 52.08
(T1’) HuBERT V 95M |96.53 94.77 94.00 82.83]98.37 96.20 96.78 85.00|65.88 62.82 63.89 56.70
(S1) DistilHuBERT (Tr2) 5] X 23M|95.98 87.57 88.70 75.07(94.99 70.29 72.50 48.30|63.13 55.09 57.05 49.76
(S1’) DistilHuBERT (Tr2) V 23M|[96.14 86.86 90.56 76.47|95.65 77.99 81.73 57.50|64.01 58.89 59.06 53.14
(S2) DistilHuBERT (Tr2) setupl X 23M|95.52 92.92 93.44 76.66|94.17 89.53 89.61 72.11|63.51 58.11 60.17 50.66
(S2’) DistilHuBERT (Tr2) setupl V 23M|[96.17 93.61 94.09 77.44|95.57 86.11 89.03 71.26|63.72 59.62 61.42 53.69
(S3) DistilHuBERT (Tr2) setup2 (same) X 23M|96.11 89.84 91.69 78.42|94.62 75.40 80.33 57.92|61.87 55.72 59.41 50.27
(S3’) DistilHuBERT (Tr2) setup2 (same) V 23M |96.33 92.57 93.48 80.04|95.68 85.16 86.84 64.46|64.25 59.62 60.93 51.78
(S4) DistilHuBERT (Tr2) setup2 X 23M[96.27 92.99 93.96 77.47|95.91 90.72 90.77 73.87|63.77 59.89 61.62 51.25
(S4’) DistilHuBERT (Tr2) setup2 V 23M|[96.53 93.61 94.38 79.10|96.57 92.25 92.67 78.41|63.08 60.38 60.89 53.38
(S5) DistilHuBERT (Tr2) setupl + DAT X 23M |95.94 93.80 93.83 79.36|96.02 90.35 91.09 74.61|63.41 59.34 60.58 53.29
(S5’) DistilHuBERT (Tr2) setupl + DAT V 23M |95.75 93.61 93.35 78.25|96.34 88.82 90.48 73.19|63.23 60.06 61.15 53.71
(S6) DistilHuBERT (Tr2) setup2 + DAT X 23M |96.17 93.77 93.90 78.45|96.49 91.35 92.09 75.51|63.44 59.36 61.82 51.01
(S6’) DistilHuBERT (Tr2) setup2 + DAT V 23M |96.46 94.03 94.55 78.90|96.75 91.01 92.06 76.51|63.45 61.15 61.62 53.49
(S7) DistilHuBERT (Trl) X 20M [94.90 86.34 87.47 71.44|92.35 60.43 64.25 38.65|62.45 52.65 57.19 49.23
(S7’) DistilHuBERT (Trl) setup2 V 20M [96.46 92.79 93.44 75.33|94.96 84.66 86.29 64.36|62.93 58.56 59.53 50.43
(S8) DistilHuBERT (Tr3) X 34M[96.53 89.39 90.85 76.50|94.70 74.00 78.12 54.15|62.94 55.34 56.94 51.69
(S8’) DistilHuBERT (Tr3) setup2 V 34M[96.53 93.90 94.61 77.90|97.47 93.49 93.80 79.57|64.63 62.88 63.25 53.98

Table 1: Evaluation results for KS, IC, and ER in accuracy (Acc). By default, DistilHuBERT and has two transformer encoder layers (Tr2).

Trl and Tr3 denote the number of transformer encoder layers (1 and 3) of DistilHuBERT, which are different from the default configuration
(Tr2). The second column, da., specifies whether domain-adaptive pre-training is conducted to the teacher model. The third column, para.,
lists the number of parameters for each model. The terms “setupl” and “setup2” refer to the two setups of the CDM method mentioned in
Section@ The best performance on each test set throughout the twelve DistilHuBERT models in (S1)-(S6’) is marked in bold.

seven distortion types, including Musan, Gaussian, WHAM!, rever-
beration, pitch shift, band rejection, and clean. The distortion classi-
fier is trained in a multi-label classification style. The A value is set
to 1e—2 for all of the DAT experiments.

4.3. Downstream models and training details

For the downstream speech processing models of the four tasks re-
ported in the results, we follow the same model configurations of the
SUPERB benchmarkﬂ We adopt the last hidden states of the student
model as the input of the downstream models. During downstream
training, the batch sizes for training downstream tasks KS, IC, and
ASR are set to 32, and 4 for ER. The learning rate for the optimizer
is set to 1le—4 for IC, ER, and ASR, and 1le—3 for KS. Tasks KS,
IC, and ASR are trained for 200k steps and task ER is trained for
30k steps.

5. RESULTS

5.1. Baselines: HuBERT and DistilHuBERT

By comparing (T1) to (S1), and (T1) to (S1”) in Table[T]and Table[2}
it is obvious that HUBERT and DistilHuBERT have similar perfor-
mance on the clean testing set for most of the speech tasks. However,
both models suffer from performance degradation when distortions

Details for training downstream speech models can be found at
https://github.com/s3prl/s3prl/blob/main/s3prl/downstream/docs/superb.md

are introduced, especially for DistilHuBERT. This suggests that Hu-
BERT is not robust, and the distillation process even worsens the
generalizability of it.

5.2. Different CDM settings

Setupl forces the student to learn the clean representations of the
teacher regardless of the distortions of speech. The results show
that applying setupl by forcing representations of all kinds of input
speech (clean or distorted) to fall in the clean representation domain
is effective ((S2)(S2’) compared to (S1)(S1°)). However, by com-
paring (S2) to (S4), and (S2’) to (S4’), we observe that setup2 yields
better performance than setupl on almost every testing set for KS,
IC, and ER. This indicates that learning representations of the same
speech utterance but with different distortions improves the general-
izability of the student model.

For setup2, we also experimented on the case where the teacher
and student models take the same distorted speech as input ((S3) and
(S3’)) and found out that this setting yields low distillation loss but
does not generalize as well as the original setup2 on each testing set.
We also observed that (S3) and (S4) have large performance gaps
on the FSD50k and DNS testing set for IC, ER, and ASR. This is
because the student model (S3) is prone to output representations
containing distorted information when the teacher and student have
the same distorted speech inputs, causing the representations to be
less domain-invariant.
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ASR (WER% |)

da. para|clean LM |other LM |2-dist LM‘ fsd LM ‘ dns LM |CHIiME3 LM
(T1) HuBERT [3] X 95M| 6.42 4.79 |15.67 12.14|11.28 8.59 | 9.36 7.20 [22.72 18.87| 24.74 20.28
(T1’) HuBERT V 95M| 6.75 491 |16.01 12.44| 831 6.17 | 7.78 5.86 |16.31 12.85| 21.98 17.51
(S1) DistilHuBERT (Tr2) [5] X 23M|13.37 9.21 |35.65 27.78|30.65 24.32|24.27 18.37|54.46 47.52| 46.62 37.68
(S1’) DistilHuBERT (Tr2) V 23M|13.14 9.08 |33.97 26.63|26.02 19.97|21.80 16.28|48.29 41.70| 43.76 36.38
(S2) DistilHUBERT (Tr2) setupl X 23M|13.96 9.64 |36.23 28.67|18.52 13.25/16.69 11.87|38.63 31.39| 38.15 29.92
(S2’) DistilHUBERT (Tr2) setupl V 23M|13.54 9.41 |34.37 27.18|17.58 12.71]16.38 11.61|37.41 30.66| 37.92 29.74
(S3) DistilHUBERT (Tr2) setup2 (same) X 23M|13.77 9.52 |35.87 28.23|23.49 17.34|19.83 14.36|45.18 37.69| 41.30 32.73
(S3’) DistilHuBERT (Tr2) setup2 (same) V 23M|13.57 9.34 |34.34 26.91|18.71 13.33|17.06 12.16|38.77 31.29| 38.25 29.94
(S4) DistilHuBERT (Tr2) setup2 X 23M|14.33 9.90 [36.99 28.95|18.58 13.44|17.18 12.13]39.14 32.11| 39.13 30.80
(S4’) DistilHuBERT (Tr2) setup2 V 23M| 13.7 9.66 [33.97 27.03|17.89 12.98|16.35 11.65|37.73 31.06| 38.02 30.18
(S5) DistilHuBERT (Tr2) setupl + DAT X 23M|13.64 9.40 |34.53 27.27|17.86 12.66|16.45 11.72|37.56 30.53| 37.63 30.17
(S5°) DistilHuBERT (Tr2) setupl + DAT V 23M|13.72 9.57 |34.08 26.82|17.74 12.70|16.30 11.61|37.30 30.43| 37.21 29.31
(S6) DistilHUBERT (Tr2) setup2 + DAT X 23M|14.46 10.02|37.37 29.41|18.96 13.69|17.52 12.30|39.03 31.77| 39.26 31.01
(S6’) DistilHUBERT (Tr2) setup2 + DAT V 23M|13.58 9.45 |34.07 26.97|17.61 12.63|16.16 11.60|37.11 30.33| 37.57 29.71
(S7) DistilHuBERT (Trl) X 20M|14.70 10.03]39.73 31.73|35.97 29.33|28.12 21.41{62.91 57.22| 5248 43.44
(S7’) DistilHuBERT (Trl) setup2 V 20M|15.20 10.41|38.37 30.61|20.37 14.64|18.69 13.40{44.26 37.07| 42.80 34.33
(S8) DistilHuBERT (Tr3) X 34M|12.61 8.73 |32.50 25.24|28.05 21.95|22.05 16.54|51.28 45.07| 44.06 36.37
(S8’) DistilHuBERT (Tr3) setup2 V 34M|12.12 8.48 |30.92 23.95|15.37 10.92|14.20 10.22|32.08 25.71| 33.94 26.63

Table 2: Evaluation results for ASR in word error rate (WER). Results of the test-clean set of LibriSpeech is abbreviated as clean, and the
results of the test-other set of LibriSpeech is abbreviated as other. LM represents the results after language model rescoring. Notations are

same as TableE}

5.3. Domain Adversarial Training

Setupl with DAT not only forces the student to map its representa-
tions to the clean representations of the teacher, but also regulates
the representations of the last hidden layer to be domain-invariant.
The results show that regulating the representations of the last hidden
layer is effective for both distorted and clean speech ((S5) (S5°) com-
pared to (S2) (S2’)), and this setting (S5) even outperforms setup2
(S4) on most of the testing sets. We notice that whether using the
domain-adaptive pre-trained HuBERT as the teacher model seems
to have minor impacts on the average performances by comparing
(S5) and (S5°), implying that DAT reduces the gap between different
teacher models (the gap between (S5) and (S5’) compared to the gap
between (S2) and (S2)).

‘We constructed models (S6) and (S6’) by applying DAT to mod-
els (S4) and (S4°). By comparing (S6) with (S4), it showed that ap-
plying DAT to setup2 improved the performance for IC. By compar-
ing (S6’) with (S4”), we also found similar results for ER and ASR.
However, we noticed that there were still some cases where models
did not benefit from DAT by observing (S4) and (S6) having similar
results for KS, ER, and ASR. Knowing that model (S4) does not use
the domain-adaptive pre-trained HuBERT model during distillation,
causing a performance gap between (S4) and (S4’), we hoped that
applying DAT to (S4) could make up the gap. Unfortunately, this is
not the case. DAT also seems to worsen the performances of some
testing sets of KS and IC.

5.4. Different model sizes

We also trained different model configurations of DistilHuBERT by
alternating the number of the transformer encoder layers of the stu-

dent model. From models (S7)(S7°)(S8)(S8’), by comparing the per-
formance between clean testing sets and distorted testing sets (2-dist,
fsd, and dns), we found out that smaller models are less robust to
distortions. To ensure general usage of our proposed methods, we
trained a smaller student model (S7’) and a larger student model
(S8’) under the setting that yielded best performance (setup2). By
comparing (S7) to (S7°), and (S8) to (S8’), we conclude that setup2
shows consistent results for student models of different sizes. This
demonstrates that this setting is model-agnostic, and can be applied
to different student architectures in the future.

6. VISUALIZATION

6.1. Visualization setup

To demonstrate the robustness of our proposed approaches, we visu-
alized the last layer representations of the models with t-SNE [32]
for the test-clean portion of LibriSpeech. We show the speech rep-
resentations of six kinds of speech, including clean speech, speech
with Musan noise, speech with Gaussian noise, speech with rever-
beration, and speech distorted with FSD50k and DNS noise by the
following process. First, we distort all the speech utterances in the
test-clean set with one kind of speech distortion and extract their rep-
resentations from the last transformer layer of the upstream model.
The representations are further averaged along the timestep dimen-
sion to produce a flat vector of length D. Then we divide the rep-
resentations into 100 splits and average the representations in each
split, resulting in 100 representations. Finally, we repeat this process
for the six kinds of speech, resulting in 6 vectors for each split and
600 vectors in total for visualization.
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Fig. 2: Visualization of representations for models in Tables |1/ and [2| Each visualization corresponds to an upstream model without any
fine-tuning with downstream data. Colors blue, orange, green, red, purple, and brown represent the representations of clean speech and
speech with Musan, Gaussian, reverberation, FSD50k and DNS noises, respectively. FSD50k and DNS noises are unseen distortions during

pre-training.

6.2. Visualizing results

We show t-SNE visualizations as described in Section[6.1]to further
understand the modeling capability of each upstream model. From
Fig. [Za] we observe that the original HuBERT model (T1) is not
robust when the speech signal is subdued under different distortions.
There are clear cluster assignments for each of the distorted speech
configurations. The two most prominent clusters are the ones with
Gaussian noise and DNS noise added to speech. This explains the
large performance gap of model (T1) between the clean testing set
and the testing set with DNS noise in Tables [T and 2} A similar
phenomenon can be seen for the model distilled from the original
HuBERT model (S1) (see Fig. 2d).

Fig. @ shows that model (T1’) is robust to all the distortions.
Notice that some figures in Fig. |Z| show multiple data points over-
lapped together. We verified that the representations representing
speech with clean, Musan, Gaussian, reverberation, FSD50k, or
DNS noise in the same split overlap together on the t-SNE visu-
alization, meaning that, no matter if the speech signals belonging
to a particular split have been distorted or not, the model will still
place them into the same representational space. This supports our
claim that model (T1’) is more robust than the baseline teacher
model (T1). Having a robust teacher model proves to be crucial,
as can be seen by comparing Fig. 2cand 2d] where we show that a
model distilled from a teacher that is not robust results in less robust
student models and vice versa, explaining the large performance
gap between models (S1) and (S1°) in Table[T]and Table 2] Similar
conclusions can be inferred for models in Fig. 2¢land 21}

Finally, in Fig. |T_E|, all the points in the same split with different
distortions almost completely overlap with each other, showing the
distortion-invariant capability of performing distillation with CDM.
On the other hand, Fig. [2i]and [2]| show that DAT is important when
the teacher model is not robust, as supported by the analysis in sec-
tion[5.3]and the results for models (S5) and (S5’) in Table[T]and Table
[2] Yet, performing DAT does not always improve the robustness of
the student when distilled from a robust teacher model. Hence, per-

forming distillation with our CDM method is enough for achieving
robustness under distorted settings when we have a robust teacher.
These conclusions are supported by the results in Tablemand Table|2|
where the difference in performance between model (S4°) and (S6°)
are almost marginal. Our visualization provides insightful under-
standings of which pipeline to use depending on the characteristics
of the teacher model involved during the distillation process.

7. CONCLUSION

In this paper, we find that though having similar performance as
original SSL models, distilled SSL models suffer from performance
degradation even more than their original versions in distorted en-
vironments. This paper proposes to apply two different setups of
CDM during distillation to improve the generalizability of distilled
SSL models. We found that models trained under the second setup,
which applies different distortions to the speech input for the teacher
and student model, tend to yield more distortion-invariant represen-
tations than models trained under the first setup. We also show that
depending on the characteristics of the teacher model, using only
CDM during distillation is enough, yet adding DAT improves student
generalization performance when the teacher model is not robust.
Results show consistent improvements under both in- and out-of-
domain distorted setups for different downstream tasks while keep-
ing efficient model size.
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