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ABSTRACT
Recently, multi-channel speech enhancement has drawn
much interest due to the use of spatial information to dis-
tinguish target speech from interfering signal. To make full
use of spatial information and neural network based mask-
ing estimation, we propose a multi-channel denoising neural
network – Spatial DCCRN. Firstly, we extend S-DCCRN
to multi-channel scenario, aiming at performing cascaded
sub-channel and full-channel processing strategy, which can
model different channels separately. Moreover, instead of
only adopting multi-channel spectrum or concatenating first-
channel’s magnitude and IPD as the model’s inputs, we apply
an angle feature extraction module (AFE) to extract frame-
level angle feature embeddings, which can help the model
to apparently perceive spatial information. Finally, since the
phenomenon of residual noise will be more serious when
the noise and speech exist in the same time frequency (TF)
bin, we particularly design a masking and mapping filtering
method to substitute the traditional filter-and-sum opera-
tion, with the purpose of cascading coarsely denoising, dere-
verberation and residual noise suppression. The proposed
model, Spatial-DCCRN, has surpassed EaBNet, FasNet as
well as several competitive models on the L3DAS22 Chal-
lenge dataset. Not only the 3D scenario, Spatial-DCCRN
outperforms state-of-the-art (SOTA) model MIMO-UNet by
a large margin in multiple evaluation metrics on the multi-
channel ConferencingSpeech2021 Challenge dataset. Abla-
tion studies also demonstrate the effectiveness of different
contributions.

Index Terms— multi-channel, Spatial-DCCRN, speech
enhancement

1. INTRODUCTION

Recently, with the tremendous success of deep learning,
speech enhancement has been formulated as a supervised
learning problem [1, 2]. Meanwhile, multi-channel speech
enhancement is gaining increasingly interest due to the uti-
lization of spatial information to distinguish target speech

*: corresponding author.

from interfering signal [3, 4, 5, 6]. Some challenges such
as the L3DAS22 challenge [7] and ConferencingSpeech2021
challenge [8] have been recently organized to promote re-
search on multi-channel speech processing.

A typical strategy is to combine DNNs with traditional
beamforming techniques. Specifically, TF-mask can be pre-
dicted by DNNs, which is used to determine minimum vari-
ance distortionless response (MVDR) [9] and generalized
eigenvalue (GEV) [10] beamforming weights. However, as
the second stage is purely based on statistical theory and is
usually irrelevant to the mask estimation, the pre-estimation
error may heavily hamper the subsequent beamforming re-
sults [11]. More recently, neural beamformer method, includ-
ing FasNet [12], EabNet [11] and MIMO-Unet [13], have
shown outstanding performance. EabNet, MIMO-Unet and
FasNet employ DNNs to estimate beamforming filters and
apply filter-and-sum operation to estimate a single-channel
enhanced complex spectrum or waveform.

In frequency domain, for EaBNet [11], two core modules
are designed accordingly, namely EM and BM. The embed-
ding module (EM) learns the 3D spectral and spatial embed-
ding tensor, while the beamforming module (BM) estimates
the beamforming weights to implement filter-and-sum opera-
tion. Moreover, MIMO-Unet [13] uses a convolutional U-Net
to estimate beamforming filters and applies filter-and-sum op-
eration to estimate a single-channel enhanced complex spec-
trum. Working in the time domain, FasNet [12] estimates lin-
ear spatial filters for filter-and-sum beamforming.

The spatial information is of vital importance for the
multi-channel scenario. However, without any explicite
spatial features as input, the above approaches only adopt
the multi-channel spectrum as the input of the model and
let the network learn spatial information implicitly. Some
other strategies adopt reference channel’s magnitude and the
inter-channel phase difference (IPD) as the input of the net-
work [14]. However, only using phase information to reflect
channel correlation will lead to apparent information lost.
Furthermore, the above methods mostly estimate a group
of filters and apply filter-and-sum operation. Yet, when the
noise and speech exist in the same TF-bin, the phenomenon

978-1-6654-7189-3/22/$31.00 ©2023 IEEE

ar
X

iv
:2

21
0.

08
80

2v
1 

 [
ee

ss
.A

S]
  1

7 
O

ct
 2

02
2



of residual noise will be more serious as well.
In this paper, to address the above problems, we propose

Spatial-DCCRN for multi-channel speech enhancement. The
contribution of this work is three-fold, summarized as fol-
lows.

• We extend the cascaded sub-band and full-band pro-
cessing strategy of Super wide band DCCRN (S-
DCCRN) [15] to multi-channel scenario to execute
sub-channel and full-channel processing, aiming at
benefiting from both local and global channel informa-
tion processing. Different from the oracle S-DCCRN,
we use LSTM in sub/full-channel DCCRN to accept
the concatenation of angle feature embedding and en-
coder’s output simultaneously. In addition, the com-
plex mask is replaced with masking and mapping filter
(MMF), aiming at denoising and dereverberation si-
multaneously. Compared with monaural processing,
sub/full-channel processing strategy in multi-channel
scenario can take advantage of the spatial information
meticulously and model different channels separately.

• We design an angle feature extraction (AFE) module,
which only adopts the cosIPDs feature as input, aiming
at extracting frame-level angle feature. With the help
of convolution layers and denseblock, the channel- and
time-correlation information can be effectively mod-
eled by the AFE module, which helps the network per-
ceive spatial information apparently.

• We design a masking and mapping filtering (MMF)
method to replace the typical filter-and-sum operation.
Using such cascading strategy, the masking operation
aims at dereverberation and coarsely denoising while
the mapping operation is designed to further remove
residual noise.In detail, the masking operation aims at
dereverberation and coarsely denoising while mapping
operation is designed to remove residual noise. Specif-
ically, we apply sub/full-channel DCCRN to estimate
the mapping filters. After that the masking filters are
estimated by a group of conv3d blocks which receive
the stack of noisy spectrum and mapping filters as the
inputs, due to the mapping filters contain the masking
filters. With the assistance of conv3d, the magnitude
mask of the target channel can be estimated by the in-
put of the MMF module. After applying masking filters
to magnitude, the mapping filters are employed on the
coarse real / imaginary part to acquire the enhanced
speech.

After combining the contributions above, Spatial-DCCRN
has surpassed several SOTA models, including FasNet [12]
and EaBNet [11], and obtains 0.956 metric score which
are composed of STOI and WER and ranks forth on the
L3DAS22 challenge dataset. Moreover, with the experiments
on ConferencingSpeech2021 challenge dataset, our system

outperforms baseline by a large margin and also surpasses
MIMO-Unet [13] which ranked first in that challenge.

2. PROPOSED SYSTEM

2.1. Signal Model

Assuming xp(t), with p = 0, ..., P − 1, denotes the time do-
main noisy and reverberant speech signal at the pth micro-
phone. The signal model of multi-channel speech enhance-
ment in the short-time Fourier transform (STFT) domain can
be given by:

Xf,t = cfSf,t +Nf,t (1)

where {Xf,t, Sf,t, Nf,t} denote noisy signal, clean signal and
noise respectively with frequency index of f ∈ 1, ..., F and
time index of t ∈ 1, ..., T . Furthermore, cf ∈ CP×1 denotes
the relative transfer function (RTF) of the source speech.

2.2. Multi-Channel DCCRN

Previously, S-DCCRN [15] was proposed for super wide-
band speech enhancement. The S-DCCRN is equipped with
a cascaded sub-band and full-band (SAF) processing module,
aiming at benefiting from both local and global frequency
information processing. In detail, the SAF module consists of
cascaded sub/full-band DCCRN, which substitutes the com-
plex convolution of original DCCRN with group complex
convolution. In this paper, inspired by the idea of local and
global modeling, we extend S-DCCRN to multi-channel sce-
nario by applying sub-channel and full-channel processing to
fully utilize the spatial information. The overall architecture
of the proposed Spatial-DCCRN is shown in Fig. 1. Similar
to the oracle S-DCCRN, the learnable spectrum compression
(LSC) module, which consists of a group of trainable com-
pression ratios, is applied to adjust the energy of different
frequency bands. The motivation of this design is due to
the fact that higher frequency band of the far-field audio is
likely to have low energy components. Moreover, the com-
plex feature encoder/decoder module (CFE/CFD) is adopted
to extract information from multi-channel complex spectrum.
With the help of convolution layers and denseblock [16],
the CFE/CFD block can refine channel-correlation and time-
correlation information. More details of LSC and CFE/CFD
can be found in [15].

Different from the original S-DCCRN, we substitute the
complex masking strategy with our proposed masking and
mapping filtering (MMF) method, aiming at denoising and
dereverberation simultaneously as reverberation is a key issue
for far-field speech. Furthermore, we design a learnable angle
feature extraction (AFE) module to extract frame-level angle
features. Then a modified LSTM layer of sub/full-band DC-
CRN is applied to accept the concatenation of angle features
embedding and encoder’s output as input for joint modeling.
With the help of the AFE module, the model can model the
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Fig. 1. Network structure of the proposed Spatial-DCCRN.
”LSC” denotes learnable spectrum compression, ”AFE”
denotes angle feature extraction, ”CFE” denotes complex
feature encoder, ”CFD” denotes complex feature decoder,
”MMF” denotes masking and mapping filtering and ”CAT”
denotes concatenate.

spatial information apparently. The AFE and MMF modules
in our Spatial-DCCRN are introduced in detail in the follow-
ing.

2.3. Angle Feature Extraction

Angle feature is critical for multi-channel enhancement. A
widespread strategy is to adpot cosIPDs and reference chan-
nel’s magnitude as the input’s features. However, concatenat-
ing those features may increase the difficulty of modeling –
the neural network has to model angle features and magnitude
features simultaneously. Another method is to employ a mod-
ule to estimate the direction of arrival (DOA) of the source
speech and noise. However, due to the complex acoustic con-
ditions in real scenario, it is extremely difficult to accurately
estimate such DOA features. To this end, we propose a block
which only adopts the cosIPDs features as the input to esti-
mate frame-level angle features.

As shown in Fig 2, the angle feature extraction module is
similar to CFE. We employ conv2d with a kernel size of 1 to
extract high-dimensional information. Then a dilated dense
blockwhose depth is 2 is used to capture long-term contextual
angle features from time scale. Finally, a conv2d is adopted to
extract local angle features. LayerNorm and PReLU activa-
tion are placed after each convolution layer. Afterwards, the
LSTM layer of sub/full-channel DCCRN receives the frame-
level time-variant angle feature embedding as the input for
temporal dependency modeling. With the help of the angle
feature extraction module, the complex spectrum enhance-
ment module can apparently perceive the angle information
of every frame.

2.4. Masking and Mapping Filtering

Previous studies usually estimate a group of filter weights to
do mask based beamforming in frequency or time domain.
However, when the noise and speech exist in same TF-bin,
residual noise components are relatively hard to be removed.
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Fig. 2. Network structure of angle feature extraction and
sub/full channel DCCRN. ‘GCC‘ denotes group complex
convolution, ‘GCTC‘ denotes group complex transpose con-
volution and ‘CP‘ denotes convolution pathway – a convolu-
tion layer among the encoder and decoder [17]. ”AF” denotes
angle feature embedding.

Aiming to suppress the noise and dereverberation simulta-
neously, we design a novel masking and mapping filtering
method. Specifically, we first define the estimated clean
speech as

Sf,t = M ′f,tXf,t +M ′′f,t (2)

where M ′ and M ′′ denote the masking metrix and mapping
metrix respectively. Combining Eq. (1) and Eq. (2), M ′ and
M ′′ can be described as

M ′f,t = 1/cf,t

M ′′f,t = −Nf,t/cf,t
(3)

As a result, the masking operation aims to dereverb while
the mapping operation works for removing residual noise.
The detailed design of MMF is shown in Figure 3. Inspired
by the collaborative reconstruction module (CRM) in [18], we
first employ masking on the magnitude domain and then ap-
ply mapping residual operation on the complex domain. The
difference between CRM and MMF is that we apply the pri-
ority information (M ′′) to estimate M ′.

As shown in Eq. (3), M ′′ consists of noise and the RTF
of speech, which should be estimated by a complex neural
network. Therefore, the sub/full-channel processing block
is employed to estimate M ′′. Due to M ′′ involves M ′, we
stack M ′′ with the noisy complex spectrum to estimated M ′.
Specifically, we first rearange the input channel to ensure that
the real and imaginary parts of the input are alternately placed
along channel axis. Then we stack the noisy spectrum and the
output of SAF block as the input of the conv3d layer. On the
one hand, with the conv3d, the spectral information exists in



Noisy

Magnitude

Phase

Imag

Mapping
Filters

RO RO

Stack

Conv3d

BatchNorm3d

PReLU

Conv3d

Real

Real Output Imag Output

cos(·)
sin(·)

(b) Rearange Operation (RO)(a) Masking and Mapping Filtering (MMF)

Real

Imag

Inputs

Outputs

Batch

Dim

Channel

Fig. 3. Network structure of masking and mapping filtering.

noisy and M ′′ can be well grasped. For another, we set the
stride of the dim of mic channel to 2, which can maintain that
magnitude mask of the target channel is estimated by its cor-
responding real and imaginary components. After generating
M ′, we apply it to noisy magnitude. Finally, M ′′ is applied
to the coarse real/imaginary part to remove the residual noise.

2.5. Loss Function

For the learning objective, we adopt a hybrid loss function
strategy. Specifically, besides taking SI-SNR [19] as the time-
domain loss function, we also adopt the PHASEN loss to em-
phasize the phase of T-F bins with higher amplitude, which
can help the network to focus on the high amplitude T-F bins
where most speech signals are located [20].

Finally, the STOI loss [21] is applied to directly improve
the objective results [22]. Finally, the three losses are opti-
mized jointly byLPHASEN =

∣∣∣|S|p − |Ŝ|p∣∣∣2 + ∣∣∣|S|pejϕ(S) − |Ŝ|pejϕ(Ŝ)
∣∣∣2

L = LSI-SNR + LSTOI + LPHASEN

(4)
where Ŝ and S denote the network output and clean spec-
trum respectively. Hyper-parameter p is a spectral compres-
sion factor empirically set to 0.3. Operator ϕ calculates the
argument of a complex number.

3. EXPERIMENTS

3.1. Datasets

We first conduct experiments to prove the effectiveness of
each proposed sub-modules on the L3DAS22 challenge
dataset [7]. The objective of 3D speech enhancement task
in this challenge is to enhance speech signals immersed in the

spatial sound field of a reverberant office environment col-
lected by 1st order Ambisonics microphone. Specifically, the
dataset contains more than 40000 virtual 3D audio environ-
ments with a duration up to 12 seconds each, reaching a total
duration of more than 80 hours. Clean utterances are selected
from the clean subset of Librispeech [24] (approximately
53% male and 47%female speech) while the monophonic
noise signals come from FSD50K [25]. There are a total
of 1440 noise sound files, which include 14 transient noise
classes and 4 continuous noise classes. The 3D audio signals
are generated by convolving the monophonic audio signals
with RIRs which is obtained by performing a circular con-
volution between the recorded sound and the time-inverted
analytic signal [26]. Totally, the fixed training and valida-
tion sets, with SNR ranging from 6 to 16 db, contain 37,398
utterances (81 h) and 2362 utterances (4 h), respectively.

Meanwhile, the proposed Spatial-DCCRN is trained
and evaluated on the ConferencingSpeech 2021 challenge
dataset [8] to show its robustness on video conferencing
multi-talker scenario. In the dataset, the source speech data
comes from AISHELL-1 [27], AISHELL-3 [28], VCTK [29]
and Librispeech(train-clean-360) [24]. The speech utterances
with SNR larger than 15dB are selected for training. The
total duration of clean training speech is around 550 hours.
The noise dataset is composed of MUSAN [30] and Au-
dioset [31], with total duration of about 120 hours. Besides
these two open source datasets, 98 real meeting room noise
files recorded by high fidelity devices are also used. The
training data are generated on-the-fly and segmented into 8 s
chunks in one batch with SNR ranging from -5 to 25 dB.

3.2. Training setup and baselines

For the proposed models, the window length, frame shift and
future frame are 25 ms, 6.25 ms and 6.25 ms, respectively,
resulting in a 37.5 ms processing time. The STFT length is
512. For the 3D speech enhancement task on L3DAS22, all
models are trained for 40 epochs with totally 3200h training
data. For the models trained on ConferencingSpeech, the total
data ’seen’ by the model is more than 9900 h after 18 epochs
of training. The initial learning rate of all models is 0.001
and will get halved if there is no loss decrease on the vali-
dation set. We also compare the proposed Spatial-DCCRN
and its ablation components with other SOTA models on the
L3DAS22 dataset.

The configuration of our Spatial-DCCRN is described as
follows. The number of channels for the sub-channel DC-
CRN is {32,64,64,64,128,128}, and the convolution kernel
size and stride are set to (5,2) and (2,1) respectively. In addi-
tion, the configuration of the full-channel DCCRN is similar
to the sub-channel DCCRN except that the channel number
of the first layer is 64. One LSTM layer which consists 256
nodes and follows by a 256 × 256 fully connected layer is
adopted to process the concatenation of the encoder outputs



Table 1. Results of various models and ablation experiments of the proposed model on L3DAS22 dataset. ‘++MMF‘ denotes
applying AFE and MMF, ‘Cau‘ denotes causal, ‘Ch.‘ denotes the channel number of inputs, ‘SR‘ denotes SI-SNR, ‘PN‘ denotes
PHASEN and ‘ST‘ denotes STOI.

# Model Cau. Ch. Loss Function Para.(M) STOI WER Metric

1 Spatial-DCCRN∗ X 4 SR+PN+ST 2.34 0.913 0.086 0.914
2 + MMF X 4 SR+PN+ST 2.34 0.921 0.08 0.921
3 + AFE X 4 SR+PN+ST 2.61 0.926 0.075 0.925
4 + + MMF X 4 SR+PN+ST 2.61 0.931 0.071 0.930

5 + + MMF X 8 ST 2.61 0.890 0.671 0.609
6 + + MMF X 8 SR 2.61 0.837 0.270 0.783
7 + + MMF X 8 PN 2.61 0.941 0.057 0.941
8 + + MMF X 8 PN+ST 2.61 0.941 0.053 0.944
9 + + MMF X 8 PN+SR 2.61 0.946 0.056 0.945
10 + + MMF X 8 SR+ST 2.61 0.916 0.118 0.899
11 + + MMF X 8 SR+PN+ST 2.61 0.946 0.055 0.946
12 + + MMF × 8 SR+PN+ST 8.86 0.957 0.045 0.956

13 MIMO-UNet [23] × 4 L1 5.52 0.889 0.175 0.857
14 EaBNet [11] X 4 SR+PN+ST 2.84 0.877 0.110 0.884
15 FasNet [12] X 4 SR+PN+ST 3.7 0.832 0.241 0.795

of the sub/full-channel DCCRN and the angle feature em-
beddings. Each encoder/decoder module handles the current
frame and one previous frame. The output number of chan-
nel of the complex feature encoder/decoder module is 32, and
the depth of denseblock is 5. LayerNorm and PReLU are per-
formed after each convolution, except for the last layer of the
CFD module. For the AFE module, the number of hidden
channels is 16 and the depth of denseblock is 2. For the MMF
module, the kernel size, the number of output channels and
the step size of the first conv3d are set to (2, 5, 3), 8 and (2,
1, 1) respectively. In addition, the kernel size, output channel
and step size of the second conv3d are (1, 5, 3), 1 and (1, 1,
1) respectively.

3.3. Experimental results and discussion

As presented in Table 1, ablation studies are conducted to
evaluate the effectiveness of different model components of
Spatial-DCCRN, including a) Spatial-DCCRN without AFE
and MMF (Spatial-DCCRN∗), b) Spatial-DCCRN without
AFE, c) Spatial-DCCRN without MMF, d) different input
channels of the observed signal, e) the non-causal version of
Spatial-DCCRN and f) the ablation on different loss function.
For the non-causal model, we substitute the LSTM in Spatial-
DCCRN with BLSTM and look ahead one frame in each
convolution layer. The evaluation metric is a combination
of STOI [21] and WER, according to the official challenge
rule [7]:

Metric = (STOI + (1−WER))/2 (5)

The WER is computed based on the transcription of the esti-
mated target signal and that of the reference signal, both de-
coded by a pre-trained Wav2Vec2.0 based ASR model [32].

It can be seen from the results that the performance of
Spatial-DCCRN∗ (the base version) is obviously better than
MIMO Unet, resulting in 0.057 metric improvement with
a smaller model and causal inference. Compared with fre-
quency domain SOTA model EaBNet and time domain SOTA
model FasNet, Spatial-DCCRN∗ yields 0.03 and 0.119 metric
improvement respectively, which can prove that our model is
competitive. Adding the MMF module and the AFE module
leads to 0.007 and 0.011 metric gain respectively. Further-
more, the AFE module yields relatively better performance
over the MMF module. This is because the angle information
in multi-channel scenario is more essential. Combining AFE
and MMF together, we achieve 0.016 metric improvement
over the base version Spatial-DCCRN∗. Moreover, when
more channels are available (4→8), considerable improve-
ments for those metrics can be achieved. Finally, when we
extend Spatial-DCCRN to its non-causal version, the best
metric score is obtained.

By comparing different loss functions, several observa-
tions can be made. 1) From experiment No. 1, 7, and 8,
we can observe that when only the STOI Loss is adopted,
the performance is bad. However, when combining it with
other loss functions, better metric scores are obtained. It can
be considered that the STOI Loss is an useful auxiliary loss
function. 2) From experiment No. 6 and 7, it is found that the
PHASEN loss yields better performance over SI-SNR. This is
because WER and STOI are sensitive to spectrum distortion,



Table 2. Results of various models on Conferenc-
ingSpeech2021 challenge development set.

# Model Cau. PESQ STOI E-STOI SI-SNR

1 Noisy - 1.515 0.823 0.690 4.474
2 Baseline X 1.999 0.888 0.780 9.159
3 MIMO-Unet [13] X 2.215 0.908 0.817 9.287
4 Spatial-DCCRN X 2.523 0.923 0.847 10.167

while time domain loss is unstable for those metrics. 3) From
experiment No. 7 and 9, compared with the single PHASEN
Loss, when the SI-SNR loss is further employed, considerable
improvement can be achieved. This shows that optimizing the
model from both time and frequency domains is beneficial.

Figure 4 illustrates an example on the proposed masking
and mapping operation (MMF). It can be observed that the
noisy spectrum was coarsely denoised and dereverbed after
the masking operation. As expressed in Eq. (3), M ′f,t is the
inverse of cf,t. As a result, the masking operation does good
to dereverberation. It should be noted that we do not guide
the learning of the mask operation during training. As shown
in Figure 4 (c), after the masking operation, the mapping op-
eration focuses on the lost detail from the complex-domain
perspective and removes the residual noise.

(a) Noisy Spectrum (Channel 0) (b) Masking Operation Spectrum

(c) Mapping Operation Spectrum (d) Clean Spectrum

Fig. 4. Masking and mapping filtering results on a testing
noisy clip.

We further evaluate Spatial-DCCRN on the development
set provided by ConferencingSpeech2021 challenge task 1.
The official baseline system of ConferencingSpeech2021 is a
network composed of 3 LSTM layers and a dense layer, and
the model’s input is the complex spectrum of the first channel
together with IPD features. Here we also take the first rank
system MIMO-Unet [13] for comparison as well measured
inPESQ [33], STOI, E-STOI [34] and SI-SNR. As shown in
table 2, Spatial-DCCRN outperforms the baseline by a large
margin and clearly surpasses MIMO-Unet in all metrics.

4. CONCLUSIONS

In this paper, we propose a novel multi-channel complex do-
main denosing network – Spatial-DCCRN, which is extended
from S-DCCRN [15]. With the help of the cascaded sub-
channel and full-channel processing strategy, the model can

benefit from both local and global channel information pro-
cessing. Importantly, an angle feature extraction module is
adopted to extract frame-level angle feature, aiming at as-
sisting the network to perceive spatial information more ap-
parently. Finally a masking and mapping filtering method is
employed to replace the traditional filter-and-sum operation.
The proposed Spatial-DCCRN model obtains excellent per-
formance with 0.956 metric score on the L3DAS22 dataset.
Furthermore, Spatial-DCCRN surpasses the first-rank model
MIMO-Unet on the task1 development set provided by the
ConferencingSpeech 2021 challenge. 1

5. REFERENCES

[1] DeLiang Wang and Jitong Chen, “Supervised speech
separation based on deep learning: An overview,”
IEEE/ACM Transactions on Audio, Speech, and Lan-
guage Processing, vol. 26, no. 10, pp. 1702–1726, 2018.

[2] Felix Weninger, Hakan Erdogan, Shinji Watanabe, Em-
manuel Vincent, Jonathan Le Roux, John R Hershey,
and Björn Schuller, “Speech enhancement with lstm
recurrent neural networks and its application to noise-
robust asr,” in Proc. LVA/ICS. Springer, 2015, pp. 91–
99.
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