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ABSTRACT

Automatic emotion recognition in conversation (ERC) is crucial
for emotion-aware conversational artificial intelligence. This paper
proposes a distribution-based framework that formulates ERC as a
sequence-to-sequence problem for emotion distribution estimation.
The inherent ambiguity of emotions and the subjectivity of human
perception lead to disagreements in emotion labels, which is han-
dled naturally in our framework from the perspective of uncertainty
estimation in emotion distributions. A Bayesian training loss is
introduced to improve the uncertainty estimation by conditioning
each emotional state on an utterance-specific Dirichlet prior distribu-
tion. Experimental results on the IEMOCAP dataset show that ERC
outperformed the single-utterance-based system, and the proposed
distribution-based ERC methods have not only better classification
accuracy, but also show improved uncertainty estimation.

Index Terms— automatic emotion recognition, emotion recog-
nition in conversation, Dirichlet prior network, IEMOCAP

1. INTRODUCTION

Emotion understanding is a key attribute of conversational artifi-
cial intelligence (AI). Although significant progress has been made
in developing deep-learning-based automatic emotion recognition
(AER) systems over the past several years [1, 2, 3, 4, 5], most studies
have focused on modelling and evaluating each utterance separately.
However, emotions are known to be dependent on cross-utterance
contextual information and persist across multiple utterances in dia-
logues [6]. This motivates the study of AER in conversation (ERC).

Emotion annotation is challenging due to the fact that emotion
is inherently complex and ambiguous, and its expression and per-
ception are highly personal and subjective. This causes uncertainty
in the manual references used for emotional data. Although it is
common to handle AER as a classification problem based on the
majority agreed labels among several annotators [7, 8, 9, 10], it can
cause two major problems. First, utterances without majority agreed
labels have to be discarded, which makes the dialogue context non-
contiguous in both training and test. Second, replacing the (possibly
different) original labels from human annotators by the majority vote
label also removes the inherent uncertainty associated with emotion
perception in the data labelling procedure. To this end, alternative
methods to using the majority vote label are required for ERC.

Motivated by these problems, this paper proposes a novel
distribution-based framework for ERC, which trains a dialogue-level
Transformer model [11] to maximise the probability of generating a
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sequence of emotion distributions associated with a sequence of ut-
terances. Each time step of the Transformer represents an utterance
in the dialogue, and its corresponding input feature vector is the fu-
sion of audio and text representations for that utterance derived using
Wav2Vec 2.0 (W2V2) [12] and bidirectional encoder representations
from Transformers (BERT) [13] respectively. The predicted emotion
distribution of each utterance relies on all previous predictions as
well as the audio and text features in the dialogue. By considering
an emotion distribution as a continuous-valued categorical distribu-
tion, the original emotion class labels provided by the annotators
can be viewed as samples drawn from the underlying true emotion
distribution of the utterance. The proposed distribution-based ERC
system then learns the true emotion distribution sequence in a con-
versation given the observed label samples. A novel training loss
based on utterance-specific Dirichlet priors predicted by a Dirichlet
prior network (DPN) is applied [14], which improves distribution
modelling performance by retaining the uncertainty in the original
labels. Furthermore, by considering emotion as distributions, no ut-
terances need to be discarded in either training or test, which keeps
the dialogue context contiguous.

The rest of the paper is organised as follows. Section 2 provides
background to ERC and the modelling of emotion ambiguity. Sec-
tion 3 introduces distribution-based ERC. Section 4 describes the use
of representations derived by self-supervised learning (SSL) and the
fusion of audio and text representations. The results and analysis are
given in Section 5, followed by conclusions.

2. RELATED WORK

2.1. Emotion recognition in conversation

Emotion states can be described by discrete emotion categories (i.e.,
anger, happiness, neutral, sadness, etc.) [15] or continuous emo-
tion attributes (i.e., valence-arousal) [16, 17]. This work focuses on
classification-based AER using discrete emotion categories. Much
work has been published in classification-based AER using deep-
learning-based methods [2, 4, 5, 18]. While good recognition perfor-
mance has been achieved, the focus is on modelling information of
each target utterance independently without considering the cross-
utterance contextual information. Incorporating such information
from both speakers in a dyadic conversation has been shown to im-
prove AER performance [19].

The conversational memory network (CMN) [20] was one of
the first ERC approaches that used separate memory networks for
both interlocutors participating in a dyadic conversation. Built on
the CMN, the interaction-aware attention network (IANN) [21] in-
tegrates distinct memories of each speaker using an attention mech-
anism. Recently, the graph convolutional network was introduced
to explore the relations between utterances in a dialogue [22, 23, 24]
where the representation of each utterance is treated as nodes and the
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relations between the utterances are the edges. Most of these models
integrated a fixed-length context rather than the complete dialogue
history. Moreover, while contextual information was incorporated
by including features of context utterances as inputs, the dependency
of the output emotion states was not considered.

Several alternative structures have been proposed in response to
the above two issues. The DialogRNN [25] approach uses a hierar-
chical recurrent neural network framework to recurrently model the
emotion of the current utterance by considering the speaker states
and the emotions of preceding utterances. The Transformer en-
coder structure has been adopted for ERC with a data augmentation
method based on random utterance concatenation [26]. Another
approach is to introduce an extra dialogue-level model on top of
the single-utterance-based AER classifier. In the emotion interac-
tion and transition method [27], the emotion probability of each
utterance is re-estimated using the previous utterance and currently
estimated posteriors using an additional long short-term memory
network. The dialogical emotion decoding (DED) method [28]
treats a dialogue as a sequence and consecutively decodes the emo-
tion states of each utterance over time with a given recognition
engine.

2.2. Modelling emotion ambiguity

The methods reviewed in Section 2.1 only used utterances that have
majority agreed emotion labels. However, emotion is inherently
ambiguous and its perception is highly subjective, which leads to
a large degree of uncertainty in labels. Different human annota-
tors may assign different emotion labels to the same utterance and
a considerable amount of data does not have majority agreed la-
bels from the human annotators. Majority voting results among the
original labels are usually taken as the ground-truth label by AER
datasets [7, 8, 9, 10]. Data without majority agreed labels are usually
excluded from both training and test in classification-based AER, as
they cannot be evaluated without ground-truth labels. In ERC, data
exclusion can cause non-contiguous dialogue contexts for both train-
ing and test. More importantly, the majority voting strategy consid-
erably changes the uncertainty properties of the emotion states of the
speaker [14]. Therefore, alternative methods for emotion state mod-
elling are required. Soft labels have been used as targets in single-
utterance-based AER [29, 30], which averages the original emotion
class labels provided by the annotators. Such soft labels can be in-
terpreted as the intensities of each emotion class and can allow all
utterances to have a training label. Despite the use of soft labels,
the systems were evaluated based on classification accuracy with the
utterances with majority agreed labels, which results in a mismatch
between the training loss and the evaluation metric [31]. In this
work, we propose a distribution-based method that allows the use of
all utterances and all original labels for ERC.

3. DISTRIBUTION-BASED ERC

3.1. ERC as a sequence-to-sequence problem

Consider a dialogue withN utterances, let xn and yn be an utterance
and its emotion state in terms of a probability distribution, ERC can
be formulated as a special sequence-to-sequence problem, in which
the input utterance sequence x1:N and output emotion state sequence
y1:N have equal lengths and each output distribution represents the
emotion state of the corresponding input utterance. Training can be
performed by maximising p(y1:N |x1:N ), the likelihood of generat-
ing the emotion states based on the input utterances. Based on the
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Fig. 1. Schematic of the proposed distribution-based ERC system
with a Transformer, where xn is an utterance and yn is the corre-
sponding emotion distribution. Bilinear pooling is used to fuse the
audio and text features derived from W2V2 and BERT.

chain rule, p(y1:N |x1:N ) can be calculated efficiently as:

p(y1:N |x1:N ) = p(y1|x1:N )

N∏
n=1

p(yn+1|y1:n,x1:N ). (1)

Eqn. (1) differs from single-utterance-based AER [1, 2, 3, 4, 5] by
conditioning yn+1 not only on x1:N but also on y1:n, which reflects
the fact that emotional states often persist across multiple utterances
in a dialogue [6].

3.1.1. A Transformer for online ERC

In Eqn. (1), p(yn+1|y1:n,x1:N ) not only depends on the current and
previous utterances x1:n+1, but also on future utterances xn+2:N ,
which is not suitable for online AER applications. Hence, an inde-
pendence approximation between yn+1 and xn+2:N can be made:

p(y1:N |x1:N ) ≈ p(y1|x1)

N∏
n=1

p(yn+1|y1:n,x1:n+1), (2)

which is used throughout this paper.
In this paper, Eqn. (2) is implemented with a Transformer

encoder-decoder model [11], the schematic of the proposed system
is shown in Fig. 1. Teacher-forcing [32] is commonly used when
training an auto-regressive decoder structure where the output of
the current time step depends on outputs of previous time steps.
When making a prediction yn at a time step n, teacher-forcing
uses the ground-truth label history t1:n−1 during training, and uses
the previous predictions output by the model ŷ1:n−1 during test.
Teacher-forcing forces the decoder to over-fit to the ground-truth-
label-based history and leads to a discrepancy between training
and test. Such a discrepancy can yield errors that propagate and
accumulate quickly along the generated sequence.

3.1.2. Avoid over-fitting to oracle history with scheduled sampling

To alleviate the discrepancy caused by teacher-forcing, scheduled
sampling [33] is used during training in this paper. A teacher-forcing
ratio εi is introduced to randomly decide, during training, whether to
use tn−1 or ŷn−1:

yn−1 =

{
tn−1, ptf ≤ εi
ŷn−1, ptf > εi

(3)

where ptf is sampled from a uniform distribution between 0 and 1
(ptf ∼ U(0, 1)), i denotes the ith mini-batch. εi gradually decreases



as the training progresses, which changes the training process from a
fully guided scheme based on previous ground-truth labels towards
a less guided scheme based on previous model outputs. Commonly
used schedules decrease εi as a function of i, which include a linear
decay, an exponential decay and a inverse sigmoid decay [33].

3.2. Emotion distribution modelling using DPN

Denote the underlying true emotion distribution of an utterance x as
a categorical distribution µ = [p(ω1|µ), . . . , p(ωK |µ)]T, where K
is the number of emotion classes. Emotion class labels ωk from hu-
man annotators are samples drawn from this categorical distribution.
Soft labels, as an approximation to the underlying true distribution,
correspond to the maximum likelihood estimate (MLE) of µ given
the observed label samples {µ(1), . . . ,µ(M)}:

µ̄ = arg max
µ

ln p(µ(1), . . . ,µ(M)|µ) =
1

M

M∑
m=1

µ(m). (4)

Although soft labels enable contiguous dialogue contexts to be mod-
elled by ERC, the MLE is a good approximation to the true distribu-
tion only if a large number of original labels are available for each
utterance, which cannot usually be satisfied in practice due to la-
belling difficulty and cost. Here, we use the Dirichlet prior network
(DPN) [34, 35, 14] to resolve the label sparsity issue, which is a
Bayesian approach modelling p(µ|x) by predicting the parameters
of its Dirichlet prior distribution.

3.2.1. Emotion recognition with a Dirichlet prior

The Dirichlet distribution, as the conjugate prior of the categorical
distribution, is parameterised by its concentration parameter α =
[α1, . . . , αK ]T. A Dirichlet distribution Dir(µ|α) is

Dir(µ|α) =
Γ (α0)∏K
k=1 Γ (αk)

K∏
k=1

µ
αk−1
k , (5)

α0 =

K∑
k=1

αk, αk > 0,

where Γ(·) is the gamma function defined as

Γ (αk) =

∫ ∞
0

zαk−1e−z dz. (6)

In the Dirichlet process, given α, a categorical emotion distribution
µ is drawn from Dir(µ|α), and an emotion class label ωk is sampled
from µ.

3.2.2. DPN for emotion recognition

A DPN is a neural network modelling p(µ|x,Λ) by predicting the
concentration parameterα of the Dirichlet prior, where Λ is the col-
lection of model parameters. For each utterance x, the DPN predicts
α = exp[fΛ(x)], where fΛ(.) is the DPN model. Note that the
predicted α depends on, and is specific to, each input utterance x.
By predicting α separately for each utterance, the DPN makes the
Dirichlet prior “utterance-specific” and thus suitable for ERC tasks.

The predictive distribution of the DPN is the expected categori-
cal distribution under Dir(µ|α) [34]:

p(ωk|x,Λ) = Ep(µ|x,Λ) [p (ωk|µ)]

=
αk∑K

k
′
=1
αk′

= softmax[fΛ(x)]k, (7)

which makes the DPN a normal neural network model with a soft-
max output activation function during test.

DPN training is performed by maximising the likelihood of sam-
pling the original labels (one-hot categorical distributions) from their
relevant utterance-specific Dirichlet priors. Given an utterance x
with M original labels {µ(1), . . . ,µ(M)}, a DPN is trained to min-
imise the negative log likelihood

Ldpn = − 1

M

∑M

m=1
ln p(µ(m)|x,Λ) (8)

= − 1

M

∑M

m=1
ln Dir(µ(m)|fΛ(x)).

In contrast to soft labels that retain only the proportion of occur-
rences of each emotion class, the DPN preserves the information
about each single occurrence of the emotion classes and also resolves
the label sparsity issue with Dirichlet priors.

However, Ldpn is not directly applicable to an auto-regressive
ERC system. This is because, in such a system, the targets of the
previous time step are required for training (whether using teacher-
forcing or scheduled sampling). In a DPN system, the output of the
network is the hyperparameter α and the targets associated with α
of the previous time step is unknown. Therefore, Ldpn was added as
an extra term to the Kullback-Leibler (KL) divergence Lkl between
the soft labels and the DPN predictive distributions. That is,

Lkl =
∑K

k=1
−µ̄k ln p(ωk|x,Λ) +

∑K

k=1
µ̄k ln µ̄k (9)

Ldpn-kl = Ldpn + λLkl. (10)

The targets of the previous time step are the soft labels. This is a
major difference from [14], which treats the DPN loss as the main
loss to model the uncertainty of emotions for each utterance indepen-
dently without taking the previous emotion predictions into account.

3.3. Evaluating distribution-based ERC

Since classification accuracy cannot be applied to the utterances
without majority agreed labels, it is no longer suitable to be the
primary measure for evaluating distribution-based ERC system.
The area under the precision-recall curve (AUPR) is used as an
alternative metric [14] at test-time. A precision-recall (PR) curve is
obtained by calculating the precision and recall for different decision
thresholds where the x-axis of a PR curve is the recall, the y-axis
is the precision. The AUPR is the average of precision across all
recall values computed as the area under the PR curve. Compared
to classification accuracy, AUPR can be applied to all test utterances
and also quantify the model’s ability to estimate uncertainty.

In this paper, the curve is drawn by detecting utterances without
majority agreed labels based on the model prediction. Utterances
with majority agreed labels are selected as positive class and utter-
ances without majority agreed labels are chosen as the negative class.
Two threshold measures representing the confidence encapsulated in
the prediction can be used as the threshold for AUPR:

• The entropy of the predictive distribution (Ent.), defined as
−
∑K
k=1 p (ωk|x,Λ) ln p (ωk|x,Λ) that measures the flat-

ness of the emotion distribution, where x is an utterance, ωk
is the k-th class and Λ is the model.

• The max probability (Max.P), maxk p(ωk|x,Λ) measuring
the confidence of the predicted emotion class.



4. SSL REPRESENTATIONS FOR AUDIO AND TEXT

Representations extracted from pre-trained universal models have re-
cently attracted wide attention. These models are trained on a wide
range of data at scale and can be fine-tuned to various downstream
tasks and are sometimes referred to as foundation models [36]. Self-
supervised learning (SSL) is one of the most common approaches
to train a foundation model as it does not require any labels from
human annotators. It uses information extracted only from the input
data itself in order to learn representations useful for downstream
tasks, thus allowing the use of a large amount of unlabelled data for
model training.

Models pre-trained by SSL have achieved great successes in nat-
ural language processing (e.g. BERT [13], GPT-2 [37] and GPT-
3 [38]) and computer vision (e.g. ViT [39] and iGPT [40]), and
have attracted increasing attention in speech processing [41] (e.g.
ACPC [42], W2V2 [12], Hubert [43], and WavLM [44] etc.). The
large amount of unlabelled data leveraged by SSL can cover many
linguistic and para-linguistic phenomena, and therefore could help
to alleviate the data sparsity issue in AER [45, 46, 47, 48]. This pa-
per used two SSL models: W2V2 [12] for the audio modality and
BERT [13] for the text modality1.

4.1. Features derived from W2V2 and BERT

W2V2 is a type of contrastive [49] SSL model which learns repre-
sentations by distinguishing a target sample (positive) from distrac-
tor samples (negatives) given an anchor representation. It takes as in-
put a waveform and uses a convolutional feature encoder followed by
a transformer network. This paper uses the “wav2vec2-base” model2

which contains 12 transformer blocks with model dimension 768, in-
ner dimension 3,072 and 8 attention heads and is pre-trained using
960 hours of audio from Librispeech corpus [50]. W2V2 represen-
tations were extracted from the output of the last Transformer block
and averaged across each utterance.

BERT is a type of predictive SSL model which learns represen-
tations by predicting the masked tokens in a sentence. This paper
uses the “bert-base-uncased” model3 which contains 12 transformer
blocks with a model dimension of 768, inner dimension 3,072 and
12 attention heads and was pre-trained using a large amount of text.

4.2. Bilinear-pooling-based feature fusion

Bilinear pooling [51] is a commonly used approach for the expres-
sive fusion of multimodal representations [52], which models the
multiplicative interactions between all possible element pairs. It
computes the outer product of the Q-dimensional (-dim) audio and
text representations, e1 and e2, into a Q2-dim joint representation
and then projects it into an O-dim space with a linear transform.
In practice, bilinear pooling often suffers from a data sparsity issue
caused by the high dimensionality of Q2. Therefore, decomposition
techniques are usually required in order to estimate the associated
parameters properly and efficiently. In this paper, the W2V2 and
BERT features were fused using a modified multimodal low-rank
bilinear attention network with shortcut connections [53]:

c∗ = P(tanh(UT
1e1)� tanh(UT

2e2)) + b

c = c∗ + V1e1 + V2e2.

1The proposed system can be viewed as a dialogue-level audio-text mul-
timodal adaptor for emotions in the foundation model paradigm.

2https://huggingface.co/facebook/wav2vec2-base
3https://huggingface.co/bert-base-uncased

𝐕𝐕1(O×Q) 𝐕𝐕2(O×Q)

𝐞𝐞1(Q×1) 𝐞𝐞2(Q×1)

tanh(�) tanh(�)

𝐛𝐛(O×1)

𝐜𝐜(O×1)
∗

P(O×D)

𝐜𝐜(O×1)

Q = 768
O = D = 256

𝐔𝐔1(D×Q)
T 𝐔𝐔2(D×Q)

T

⨁

⨀

⨁

Fig. 2. Schematic of bilinear pooling with shortcut combination. �
represents the Hadamard product and⊕ represents the element-wise
addition of vectors.

The process is illustrated in Fig. 2. In this paper, e1, e2 are the
W2V2 and BERT derived vectors to be combined, and are both 768-
dim. D and O are both 256-dim, c is the 256-dim combined vector,
U1, U2 are both 768×256-dim matrices, b is a 256-dim bias vector,
P is a 256×256-dim linear projection, V1,V2 are both 256×768-
dim, and � is the Hadamard product.

5. EXPERIMENTS

5.1. Experimental setup

5.1.1. Dataset

The IEMOCAP [7] corpus is used in this paper, which is one of
the most widely used datasets for verbal emotion classification. It
consists of 5 dyadic conversational sessions performed by 10 profes-
sional actors with a session being a conversation between two speak-
ers. There are in total 151 dialogues including 10,039 utterances.
Each utterance was annotated by three human annotators for emo-
tion class labels (neutral, happy, sad, and angry etc.). Each annotator
was allowed to tag more than one emotion category for each sen-
tence if they perceived a mixture of emotions, giving utterances 3.12
labels on average. Ground-truth labels were determined by majority
vote Following prior work [1, 2, 3], the reference transcriptions from
IEMOCAP were used for the text modality. Leave-one-session-out
5-fold cross validation (5-CV) was performed and the average results
are reported.

5.1.2. Data augmentation

In the dialogue-level ERC system, the number of training samples is
equal to the number of dialogues in the dataset, which is often very
limited (e.g. 151 in IEMOCAP). To mitigate training data sparsity
issues, sub-sequence randomisation [54] was used to augment the
training data, which samples sub-sequences (xs:e,ys:e) from each
full training sequence as the augmented training samples, where s
and e are the randomly selected start and end utterance indexes.

5.1.3. Training specifications

The Transformer architecture [11] used for ERC contains 4 encoder
blocks and 4 decoder blocks with a dimension of 256. The multi-
head attention contains 4 heads. Masking was applied to ensure



Table 1. 5-fold CV classification results (mean± standard deviation
across folds) for 4-way utterance and dialogue baseline systems on
IEMOCAP. IANN [21] and DED [28] are ERC methods using audio
features only without pre-trained encoders.

System %WA %UA

utterance-W2V2ft 68.71±2.60 69.99±3.91

dialogue-W2V2ft 70.18±4.83 71.32±4.06
dialogue-BERT 68.57±3.50 67.56±2.94
dialogue-W2V2ft+BERT 74.87±3.77 74.59±3.50

IANN [21] 64.7 66.3
DED [28] 69.0 70.1

that predictions for the current utterance depend only on previous
input utterances and known outputs. Sinusoidal positional embed-
dings [11] were added to the input features. A dropout rate of 10%
was applied to all parameters. The model was implemented using
PyTorch. Scheduled sampling with an exponential scheduler was
used during training. The Adam optimiser was used with a variable
learning rate with linear warm-up for the first 2,000 training updates
and then linearly decreasing.4

5.2. AER with 4-way classification

The most common setup on IEMOCAP [2, 4, 18, 21, 28, 22] only
uses utterances with majority agreed labels belonging to “angry”,
“happy”, “excited” (merged with “happy”), “sad”, and “neutral” for
a 4-way classification, which results in 5,531 utterances. For com-
parison, 4-way emotion classification systems using this setup were
first built as baselines. Since the test sets are slightly imbalanced
between different emotion categories, both weighted accuracy (WA)
and unweighted accuracy (UA) are reported for classification exper-
iments. WA corresponds to the overall accuracy while UA corre-
sponds to the mean of class-wise accuracy.

The “wav2vec2-base” model was fine-tuned for single-utterance-
based 4-way classification by adding a 128-d fully connected layer
and an output layer with softmax activation on top of the pre-trained
model. The fine-tuning experiment results are shown as “utterance-
W2V2ft” in Table 1. The Transformer ERC model was then trained
using the fine-tuned W2V2 features (“dialogue-W2V2ft”), BERT
features (“dialogue-BERT”), and the fusion of BERT and the fine-
tuned W2V2 features (“dialogue-W2V2ft+BERT”) as input. Com-
paring “utterance-W2V2ft” and “dialogue-W2V2ft” in Table 1,
dialogue-based AER performs better than single-utterance-based
AER. The fusion of audio and text features further improves the
performance.

5.3. IEMOCAP data analysis and motivation for distribution-
based systems

Statistics for the IEMOCAP corpus are summarized in Fig. 3. The
4-way classification setup discards 45% of the data in IEMOCAP
that belongs to the following two categories:

• Utterances without majority agreed emotion labels (2,507 ut-
terances);

• Utterances whose majority agreed labels do not belong to the
selected four emotion classes in the 4-way setup (2,001 utter-
ances).

25.0%

51.3%

23.7% 1/3 Agree

2/3 Agree

3/3 Agree

2/3 agreement
No agreement

3/3 agreement

15%

22%

23%
14%

26%

Angry
Happy
Neutral
Sad
Others

𝝁𝝁
𝐾𝐾

𝝁𝝁 ~ Dir 𝝁𝝁 𝜶𝜶

𝜔𝜔𝑘𝑘 ~ 𝝁𝝁
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𝛀𝛀≤𝟏𝟏/𝟑𝟑 Ω2/3

Fig. 3. Distribution of data in IEMOCAP. (a) Proportion of anno-
tators agreeing on the label. (b) Ground-truth of utterances with
unique majority labels.

This strategy not only causes a loss of nearly half of the emotion
data, which are highly valuable, but also causes the dialogue contexts
modelled by the Transformer to be non-contiguous. Furthermore,
among the utterances with majority agreed labels, only 31.6% have
all annotators agreed on the same emotion class label. When ma-
jority voting is applied, an utterance with labels “happy”, “happy”,
“happy” and an utterance with labels “happy”, “happy”, “sad” have
the same ground-truth label “happy”, even though an annotator has
assigned a different label to the latter utterance. The use of majority
voting therefore changes the true emotion distributions and causes
the inherent uncertainty that exists in the annotations to be discarded.

5.4. ERC with Distribution modelling

In this section, the training targets for each utterance were revised
from a single discrete label to a continuous-valued categorical dis-
tribution over five emotion classes. The five classes correspond to
the previous four emotion classes plus an extra class “others” that
includes all the other emotions that exist in IEMOCAP. This not
only allows all data in IEMOCAP to be used for ERC, regardless of
whether majority agreed label exists and whether it belongs to the 4
classes, but also avoids the problem that not all of the original labels
are represented by majority voting. Three systems were evaluated:

• HARD: A system trained by 5-way classification. When
training the HARD system, all utterances in a dialogue were
taken as input while the loss was only computed for utter-
ances that have majority agreed labels.

• SOFT: A KL-only system trained by minimising Lkl in
Eqn. (9).

• DPN-KL: A system trained by minimising the combined loss
Ldpn-kl in Eqn. (10) with λ = 20.

All systems were first evaluated by 5-way classification accuracy on
test utterances with majority agreed labels, as well as by 4-way clas-
sification accuracy on test utterances whose majority agreed labels
belong to the 4 classes, and then evaluated by the average AUPR
(Max.P) and AUPR (Ent.) on all test utterances.

As shown by the results in Table 2, both the SOFT and DPN-KL
systems outperform the HARD system on all evaluation metrics. A
possible explanation lies in the fact that emotion assignment errors
in the hard classification setup (HARD system) are more likely to
propagate through the dialogue with the auto-regressive Transformer
decoder. The DPN-KL system produces the highest AUPR among
all of the systems, which shows that it has the best performance in
modelling emotion distributions as it gives the best prediction of ut-
terances without majority agreed labels. For the convenience of vi-
sualisation, the 5th fold (trained on Session 1-4 and tested on Ses-
sion 5) was taken as an example and the PR curves of test utterances
for all three systems are shown in Fig. 5. It can be seen that the

4Code availble: https://github.com/W-Wu/ERC-SLT22
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Male-1: Babe, I don't know what 
to tell you.  Don't give up.

Male-2: Well, of course not, but what are 
you going to do if you move back home?  

Are you going to be able to find a job there?

Male-3: I wish I had some 
answers for you, babe.  I mean-
I don't know what to tell you.

Male-4: I went to school 
and I got my degree.  

And I got a job.

Female-1: I don't--I'm just--I'm 
thinking maybe I should move 

back home or something.  I don't 
I don't know what to do. I cant 
keep living the way I'm living.

Female-2: I don't know.  I mean, what 
am I supposed to do? I've It's not for 

lack of effort.  I've been trying.
Female-3: How did you get a 

job? What am I supposed to do?
Female-4: If you don't have a lot of qualification, where 
do you find work?  It's so frustrating because if you don't 
know somebody, you can't get a job.  It's impossible.  It's 

totally discriminatory. You have to know somebody.

a1: frustrated
a2: neutral
a3: neutral

a1: frustrated
a2: sad
a3: frustrated

confused

a1: frustrated
a2: frustrated
a3: frustrated

a1: frustrated
a2: frustrated
a3: confused

a1: frustrated
a2: neutral
a3: neutral

a1: frustrated
a2: neutral
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Fig. 4. Entropy of the predicted emotion distribution of each utterance in a sub-dialogue. The DPN-KL system trained on Session 1-4 was
used. For each sentence, the bar chart shows the soft label and the line on the bar chart shows the prediction. Labels provided by the three
annotators are shown in the grey box, with “a1” referring to the first annotator etc. (“frustrated” and “confused” are merged into the 5-th class
“others”).

Table 2. 5-fold CV results for the proposed distribution-based ERC
method on IEMOCAP. Highest value in each row shown in bold font.

Metric HARD SOFT DPN-KL

5-way %WA 59.99±4.14 62.48±3.70 63.63±2.43
5-way %UA 58.83±3.51 62.54±3.98 63.12±3.30

4-way %WA 73.01±3.79 77.46±2.49 77.83±2.07
4-way %UA 72.57±3.23 78.16±2.88 78.12±2.60

%AUPR (MaxP) 76.63±2.09 78.02±1.32 80.72±1.67
%AUPR (Ent.) 76.99±2.24 78.63±1.27 81.17±2.02
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Fig. 5. PR curves of the three systems using (a) Max.P and (b) Ent.
as the uncertainty measures. The tests were performed on Session 5.

DPN-KL system gives the largest area under the PR curve, showing
its superior uncertainty estimation performance.

5.5. Analysis

This section gives a case study to better understand uncertainty vari-
ation of emotion distributions in a dialogue. Fig. 4 shows the trend
of uncertainty change in emotion estimation (measured by the en-
tropy of the predicted emotion distribution) in a sub-dialogue se-
lected from the dialogue “Ses05F impro04” in IEMOCAP Session 5
between a female and a male speaker. The results were produced by
the DPN-KL system trained on Session 1-4. For each sentence, the
bar chart shows the soft label and the line on the bar chart shows the
prediction. Labels provided by the three annotators are shown in the
grey box.

From Fig. 4, utterance Female-1 has two annotators that each
provided two labels, indicating the uncertainty of the emotional
content of the utterance. The uncertainty of emotion estimation is
reflected by the high entropy. Although utterances Female-2 and
Female-3 have the same emotion class labels found by majority
voting, their underlying emotion distributions are different. As the
dialogue progressed (from Female-1 to Female-3), the annotators
gradually became more certain that the female speaker got frustrated
(shown by the soft labels), and the predicted distribution changed
accordingly. Given the same label samples (i.e., Female-3 and
Female-4; Male-1, Male-2 and Male-4), the entropy decreases as
the dialogue progressed, indicating that the model is becoming more
confident about its predictions. The reductions of uncertainty in
this example demonstrates the advantage of using cross-utterance
contextual information in our proposed distribution-based ERC
framework. Moreover, another example is the emotional shift that
occurs from utterance Male-2 to Male-3. Due to emotional inertia,
the model predicts a higher probability of “others” while still retain-
ing some probability for “neutral”. The larger entropy reveals that
the model is uncertain about this prediction.

6. CONCLUSION

In this paper, we propose a distribution-based ERC framework,
which formulates ERC as a special sequence-to-sequence problem
for distribution estimation. The emotion state of an utterance is
represented by a categorical distribution which depends on the con-
text information and emotion states of the previous utterances in
the dialogue. Each input vector of a dialogue sequence input to the
Transformer dialogue model is formed by fusing representations ex-
tracted from SSL models W2V2 and BERT, which makes the system
also a dialogue-level audio-text multimodal task adaptor for AER.
The system is trained by minimising the KL divergence combined
with the DPN loss which conditions the categorical distribution on
an utterance-specific Dirichlet prior distribution, which is evaluated
by AUPR with the task of detecting utterances without majority
agreed labels. This approach not only allows utterances without ma-
jority agreed labels to be used, but also leads to better performance
in modelling the uncertainty variations in ERC.
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